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Preface

The field of aeroacoustics has matured dramatically in the past two decades. Re-
searchers have gained significant theoretical and experimental understanding of the
noise generated by aircraft power plants and their components. In addition, airframe
noise and interior noise have been investigated extensively. The physical understand-
ing obtained from these efforts has resulted in the development of hardware capable
of reducing community noise and of meeting strict noise certification requirements.
Reductions in overall sound pressure level of 20 to 30 dB have been obtained for some
types of power plants, while in the same period their installed power has increased
significantly.

Current quiet flight vehicle designs are based on information reported in a
multitude of journals, conference proceedings, research reports, and specialized
books. Each of these scientific publications represents only incremental steps in the
evolution of our present understanding of the various aeroacoustic noise generation
and propagation mechanisms and procedures for noise control. There is thus a need
for a reference document summarizing the current status of aeroacoustics. It is
recognized that some other fine books on aeroacoustics are already available. The
reader is referred to the classic handbooks by Harris on noise and vibration control,
to Goldstein’s “Aeroacoustics,” which provides a general theoretical treatment
of most aeroacoustic noise sources, to the text “Noise and Acoustic Fatigue in
Aeronautics” by Richards and Mead, and to the AIAA Reprint Series volume
entitled “Aerodynamic Noise.” The current book represents an attempt to integrate
and update the information in previous related publications, to provide a balanced
viewpoint with both fundamental and applied aspects being considered, and to focus
on those topics that are significant for the design and operation of quiet flight vehicles.

In July 1982, the Continuing Education Subcommittee of the Institute of Aero-
nautics and Astronautics (AIAA) Aeroacoustics Technical Committee identified a
critical need for a reference book summarizing and interpreting the status of re-
search in aeroacoustics. The full Aeroacoustics Technical Committee agreed with
this conclusion and enthusiastically supported the concept of publishing such a book.
The book would have a scope consistent with that of the Technical Committee and
would include physics of noise produced by motion of fluids and bodies through the
atmosphere and by chemical reaction processes; it would also include the responses
of human beings, structures, and the atmosphere to aerodynamic noise. The sub-
committee was then instructed to prepare an initial outline of the book for planning
purposes and to procure financial support for its printing. This effort has been given

vii
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generous support by NASA (Langley, Lewis, and Ames Research Centers), the U.S.
Air Force Wright Research and Development Center, and the U.S. Army Aviation
Systems Command.

This book is planned as a reference publication, easily readable by persons
with scientific or engineering training who have completed a bachelor degree study
program. It serves as an authoritative resource book for teachers, students, and
researchers, but it is not designed for use directly as a textbook. It provides
recommended methodology to evaluate aeroacoustics-related problems and suggests
approaches to their solutions, without extensive tables, nomographs, and derivations.
It is oriented toward flight vehicles and emphasizes underlying physical concepts.
Theoretical, experimental, and applied aspects are covered, including the main
formulations and comparisons of theory and experiment.

The preparation of the material for this book has been carried out under the
general supervision of the AIAA Technical Committee on Aeroacoustics. The Com-
mittee elected the editor (Harvey H. Hubbard), two associate editors (Christopher
K. W. Tam and Robert H. Schlinker), and six additional editors (Charles E. Feiler,
James C. Yu, Walter K. Eversman, Marvin E. Goldstein, Robert E. Kraft, and
Yung H. Yu). Donald L. Lansing and John Laufer (until his untimely death) also
served for short terms. They functioned as an editorial board to establish the overall
policy for the organizing, reviewing, and editing of the book. Each was selected
because of his expert knowledge of at least one of the specialty areas covered in
the book. They collectively comprise a team of experts who represent industry,
government, and academia viewpoints.

The editorial board members chose by vote the lead authors for each chapter
based on their stature and expertise in particular technical areas and on their proven
ability to communicate. In all cases, contributing authors were selected and enlisted
by the lead authors on the basis of the same criteria. An outline of each chapter
was first approved by the editorial board as a means of defining the overall scope of
that chapter. Technical reviewers were chosen by vote of the editorial board based
on their expertise of subject matter and the nature of their experience. Two to
four persons were selected to provide technical reviews for each manuscript. These
technical reviews were then provided to the appropriate authors as a basis for the
preparation of their final manuscripts. Final editing was accomplished by Mary K.
McCaskill and Thomas H. Brinkley of the NASA Langley Research Center Technical
Editing Branch. This latter effort involved skilled technical editors closely associated
with the publication profession. Their work included checking for accuracy, grammar,
consistency of style, compliance with editorial instructions, and assembly for printing.

Authors and reviewers contributed their time for this project without receiving
compensation. Draft manuscript preparation, typing, and graphics were supported
partially or wholly by the participant’s employer. All these contributions were vital
to the success of this project and are greatly appreciated.

Supporting reference information cited in this book is limited to publications
available at the time of the text preparation. No proprietary or classified information
is included in order to protect the interests of authors’ companies and governments.
In order to enhance its utility, this book is divided into two volumes, each of which
has a list of symbols, an index, and a separate glossary of terms. Reference lists for
each chapter contain the key available supporting documents.
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Volume 1 includes all the chapters that relate directly to the sources of flight
vehicle noise: Propeller and Propfan Noise; Rotor Noise; Turbomachinery Noise;
Jet Noise Classical Theory and Experiments; Noise From Turbulent Shear Flows;
Jet Noise Generated by Large-Scale Coherent Motion; Airframe Noise; Propulsive
Lift Noise; Combustion and Core Noise; and Sonic Boom. Volume II includes
those chapters that relate to flight vehicle noise control and/or operations: Human
Response to Aircraft Noise; Atmospheric Propagation; Theoretical Models for Duct
Acoustic Propagation and Radiation; Design and Performance of Duct Acoustic
Treatment; Jet Noise Suppression; Interior Noise; Flyover-Noise Measurement and
Prediction; and Quiet Aircraft Design and Operational Characteristics.
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Symbols

cross-sectional area; acoustic admittance
chord

drag coefficient

lift coeflicient

specific heat at constant pressure
specific heat at constant volume
speed of sound

diameter

distance, e.g., from source to receiver
fuel-air ratio; force

frequency

cross spectral density of acoustic pressure
height

enthalpy

intensity

imaginary number, \/:—1—

wave number

A-weighted sound level

D-weighted sound level

day-night average sound level
effective perceived noise level

equivalent continuous sound level

Xin
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Lpn perceived noise level

1,0 length

M Mach number

m mass

™m mass flow ratio

Np, Prandtl number

NRe Reynolds number

Ng; Strouhal number

P power

P sound pressure

R reflection coefficient; acoustic resistance; gas constant; duct
radius; jet radius

R distance from arbitrary point on rotating rotor blade to
observer

T rotor radial position

S wing area

S(o) Sears function
temperature

i time; wing thickness

U flight velocity

U particle velocity; mean velocity; axial velocity

1% velocity

Ve exit velocity of jet

X acoustic reactance

z,r,0 cylindrical coordinates

Z impedance

o sound absorption

B =vVMZ -1

v ratio of specific heats

6 f flap deflection
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Abbreviations:
BPF
BVI
DNL
EPNL
FAR
HSI
ICAO
LEQ
LLg
LLyg
NR
OASPL
PNL
PWL

SLA
SLD
SLE

Kronecker delta

ratio of characteristic impedances
wavelength

viscosity

cutoff ratio

density

reduced frequency of gust

phase angle

rotor rotational rate

circular frequency, 27 f

blade-passage frequency
blade-vortex interaction
day-night average sound level
effective perceived noise level
Federal Aviation Regulations
high-speed impulsive
International Civil Aviation Organization
equivalent continuous sound level
Stevens loudness level

Zwicker loudness level

noise reduction

overall sound pressure level
perceived noise level

power level

root-mean-square

A-weighted sound level
D-weighted sound level
E-weighted sound level

Symbols



Symbols
SPL

SWR
TL

sound pressure level
standing wave ratio

transmission loss
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Introduction

Propellers are familiar devices. Indeed, these were the first means of powering
airplanes, preceding all other means of propulsion by about 40 years. Propellers were
used extensively through the 1940’s. Although there have been many refinements to
propellers through the years, such as variable pitch and the application of composite
materials to reduce weight, the general appearance of the propeller has changed little.

A propeller can be generally described as an open (unshrouded), rotating, bladed
device. Although there are many differences in details among various designs
and applications, such as number of blades, blade shape, and airfoil section, the
noise-generating process is basically the same for all. The major propeller noise
components are thickness noise (due to the volume displacement of the blades),
steady-loading noise (due to the steady forces on the blades), unsteady-loading noise
(due to circumferentially nonuniform loading), quadrupole (nonlinear) noise, and
broadband noise. Although the relative importance of these sources depends on
design and operating conditions, defining them will completely describe the acoustic
signature of a propeller.

One important consideration is the effect of installation on the noise produced
by a propeller. This effect is essentially the difference between the laboratory
environment and the real world. It is generally assumed that in a laboratory
environment conditions are ideal, that is, the propeller is operating in perfectly
uniform flow. For an operational propeller, this is never the case. Propellers are

-always operating in a flow field that has some distortion. This can be from the wing
upwash, the pylon wake, the airplane angle of attack, or the inflow turbulence. Since
this distortion leads to additional noise, it is a factor which must be considered in
defining the total noise of an operational propeller.
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In this chapter the characteristics of propellers, their noise-generating mecha-
nisms, propeller noise theories and calculation procedures, sound propagation effects,
comparisons of predictions and measurements, and means for controlling propeller
noise are described.

Description of Propellers

General Characteristics

A propeller is an open rotor having fixed or adjustable-pitch blades. The blades
are designed to produce a region of low pressure on one side and high pressure
on the other. The resulting forces induce air from the front and push it back,
resulting in thrust. Because propellers impart a relatively small amount of velocity
to a large mass of air, their efficiencies are high. However, the efficiencies of
conventional propellers tend to fall off at high speed. This has led to a variation
of the propeller called the propfan. The propfan is also an open rotor, but compared
with conventional propellers it has a smaller diameter for a given thrust and has
more blades, which are swept. To improve efficiency further, a second rotor can be
added behind a propeller, resulting in a counterrotating propeller.

A typical high-performance, modern propeller in widespread use on commuter
airplanes is shown in figure 1. These propellers have two to six relatively straight,
narrow blades. Although this type of propeller is well-suited for moderate flight
speed (below a Mach number of about 0.65), its performance decreases at higher
flight speeds. The primary limitation of this propeller is associated with high drag
at high speed due to blade thickness and large relative blade section speed.

The propfan, shown in figure 2, has been developed to extend the practical flight
envelope of the propeller. Compared with conventional propellers, the propfan has
more blades (from 6 to 12), uses thin airfoils and swept blades to provide good
aerodynamic performance at high speed, and operates at much higher power loading
to reduce the diameter.

One factor leading to loss of efficiency in propellers is swirl in the wake resulting
from engine torque. Generation of swirl uses energy but does not contribute to
thrust. The amount of swirl is related to the power loading. One concept to recover
the swirl losses is to add a second blade row behind the first. This is shown in figure 3
for the propfan. The second blade row rotates in the direction opposite to that of the
first, thus cancelling its swirl. This cancellation can result in performance increases
of 8 to 10 percent compared with that of single rotation propellers (ref. 1).

Installation of Propellers and Propfans

In considering the noise of propellers and propfans, it is important to address
the installation of these devices, as this can have a significant effect on the noise-
generation process. In their simplest forms noise calculation procedures and analyses
assume uniform conditions, that is, the loads on the blades are absolutely steady.
In actuality, that is rarely the case. Although laboratory tests can be conducted
such that the incoming flow is uniform and free of turbulence, the real environment
is never as ideal. The amount of distortion is generally related to two parameters:
operating conditions and installation.

2
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Figure 1. High-performance, low-speed Figure 2. P ropfan propulsion
propeller for moderate-flight-speed com- system for high subsonic
muter airplane propulsion. cruise speed applications.

Figure 3. Counterrotating-propfan propulsion system for high subsonic cruise
speed applications.
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Operating conditions include static (zero flight speed) or forward flight. In flight,
the propeller can be at an angle of attack. Static conditions give rise to severe inflow
distortion and the resulting noise is vastly different than that from propellers in
flight. This difference is discussed in more detail in a subsequent section. Angle
of attack or skewed inflow causes unsteady loading, with periodicities equal to one
cycle per rotation.

Regarding installations, the cleanest configuration is in front of a long, slender,
axisymmetric nacelle. The worst is probably behind a wing. Intermediate configu-
rations include wing-mounted tractors, aft-mounted tractors in front of a pylon, and
aft-mounted pushers behind a pylon. These installations result in varying degrees of
inflow distortion which typically results in added sources (unsteady loading noise)
and increases the noise produced by the propeller.

It is thus important to evaluate the propeller as an installed system rather than
as an isolated component when noise requirements are addressed. If a propeller is
designed to meet the noise goals, even with a comfortable margin of error, ignoring
installation effects can result in a substantial underprediction of the system noise,
with the strong possibility that the airplane will not meet the noise requirements.

Propeller Noise Characteristics

Propeller noise can be classified into three categories: harmonic noise, broadband
noise, and narrow-band random noise.

Harmonic noise is the periodic component, that is, its time signature can be
represented by a pulse which repeats at a constant rate. If an ideal propeller with B
blades is operating at constant rotational speed N, then the resulting noise appears
as a signal with fundamental frequency BN. The blade-passage period is 1/BN.
Typically the generated pulse is not a pure sinusoid, so that many harmonics exist.
These occur at integer multiples of the fundamental frequency. The first harmonic
is the fundamental, the second harmonic occurs at twice the fundamental frequency,
and so on. Figure 4 illustrates the characteristics of harmonic noise in both the time
and frequency domains.

Broadband noise is random in nature and contains components at all frequencies.
A typical broadband noise signal for propellers is shown in figure 5. The frequency
spectrum is continuous, although there may be a “shape” to it because not all
frequencies have the same amplitude.

Narrow-band random noise is almost periodic. However, examination of the
harmonics reveals that the energy is not concentrated at isolated frequencies, but
rather it is spread out. As illustrated in figure 6 the signal may appear periodic, but
certain components do not repeat exactly with time. The frequency spectrum shows
discrete components, but these spread out, particularly at the higher frequencies.

Propeller Noise-Generating Mechanisms

The mechanisms which lead to the generation of the spectral characteristics
discussed above are described in this section.
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Figure 4. Characteristics of propeller rotational noise.

Steady Sources

Steady sources are those which would appear constant in time to an observer
on the rotating blade. They produce periodic noise because of their rotation. Noise
sources are usually divided into three categories: linear thickness, linear loading, and
(nonlinear) quadrupole.

Thickness noise arises from the transverse periodic displacement of the air by
the volume of a passing blade element. The amplitude of this noise component is
proportional to the blade volume, with frequency characteristics dependent on the
shape of the blade cross section (airfoil shape) and rotational speed. Thickness noise
can be represented by a monopole source distribution and becomes important at
high speeds. Thin blade sections and planform sweep are used to control this noise.
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Figure 5. Characteristics of propeller broadband noise.

Loading noise is a combination of thrust and torque (or lift and drag) components
which result from the pressure field that surrounds each blade as a consequence of
its motion. This pressure disturbance moving in the medium propagates as noise.
Loading is an important mechanism at low to moderate speeds.

For moderate blade section speed, the thickness and loading sources are linear and
act on the blade surfaces. When flow over the blade sections is transonic, nonlinear
effects can become significant. In aercacoustic theory these can be modeled with
quadrupole sources distributed in the volume surrounding the blades.

In principle, the quadrupole could be used to account for all the viscous and
propagation effects not covered by the thickness and loading sources. However, the
only practical application of this term to propeller acoustics has been its evaluation
in the nonviscous flow close to the blade surface. At transonic blade section speeds
the quadrupole enhances the linear thickness and loading sources and causes a noise
increase for unswept, high-tip-speed propellers and helicopter rotors.
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Figure 6. Characteristics of propeller narrow-band random noise.

Unsteady Sources

Unstead); sources are time dependent in the rotating-blade frame of reference.
They include periodic and random variation of loading on the blades.

A typical example of periodic blade loading in propellers is the effect of shaft
angle of attack. When the propeller axis is tilted relative to the inflow, each blade
sees a cyclic change in local angle of attack. As a consequence, the loading on the
blade varies during a revolution. The loading change may be once per revolution or
several times per revolution, depending on the source of inflow distortion. All inflow
distortion which is invariant with time results in blade-loading changes which repeat
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exactly for every propeller revolution. The resulting periodic unsteady-loading noise
occurs at harmonics of blade-passage frequency.

Depending on the circumferential location of the loading disturbance relative to
the observer, unsteady-loading noise can add or subtract from the steady-loading
noise. The noise directivity is no longer axisymmetric and a third coordinate
is needed to define it. The circumferential directivity exhibits lobes—peaks and
valleys—with the number of lobes dependent on the order of the distortion and
unrelated to the number of blades. For example, a propeller behind a wing might
show two circumferential directivity lobes regardless of the number of blades on the
propeller. .

Unsteady loading is an important source in the counterrotating propeller. Al-
though the counterrotating propeller does not contain any additional or unique
sources of noise, the aerodynamic interference between the two rotors gives rise to
significant levels of unsteady-loading noise which are particularly significant at low
flight speeds, such as during takeoff and landing. Each front rotor blade leaves a
wake which convects into the rear rotor. (This wake can be complex, consisting of
downwash due to the lift on the blades, velocity deficits due to the drag of the blade
sections, and tip vortices.) This convection results in a sequence of lift pulses on the
rear rotor blades. Another mechanism is the potential field (due to blade loading) of
the rear rotor creating a disturbance which is felt by the aft part of the front rotor
blades. The magnitude of this source depends on the level of loading on the rear
rotor and the spacing between the two rotors.

Because the wakes are periodic, the generated noise is also periodic. If the two
rotors have the same number of blades and are operating at the same rotational
speed, then the components of the steady sources and the unsteady sources are at
the same frequencies and the noise spectra contain only harmonics of blade-passage
frequency. However, if the number of blades of the front rotor is different from that
of the rear rotor or the two rotors operate at different rotational rates, then the
individual interaction components (modes) are distinct in the noise spectra.

Figure 7 shows the importance of the aerodynamic interaction in a counter-
rotating propeller (ref. 2). Figure 7(a) shows the spectra of single-rotating-propeller
(SRP) noise at a forward directivity, near the plane of rotation, and at an aft
directivity. It is readily apparent that there are no significant higher frequency
harmonics. For comparison, noise spectra for a counterrotating propeller (CRP)
are shown in figure 7(b). It is apparent that the counterrotating propeller has
significantly higher levels of higher frequency harmonics. Figure 7(c) shows a direct
comparison between the noise from the two types of propellers. In this comparison
the two propellers were operating at equal tip speeds and power per rotor. Three
decibels were added to the SRP noise levels to simulate the total power of the
counterrotating propeller. If the two rotors of the counterrotating propeller were
uncoupled, then the two spectra would be identical. In fact, the levels at the
blade-passage frequency are very close. At the higher harmonics, the counter-
rotating propeller shows significantly higher levels. This is a direct indication of
the aerodynamic interaction effects on noise in counterrotating propellers.

Aerodynamic interaction is a significant source of noise for low-speed opera-
tion. At higher flight speeds, such as during cruise, the aerodynamic interaction
becomes less important because the steady sources (thickness, steady loading, and
quadrupole) become dominant.
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(a) Single-rotating-propeller noise spectra.

1201 r r
Forward Plane of rotation Aft

110 ¥ ¥

i

100
SPL, dB 90 N M -

8o - -

70 - -

60 1 1 ] 1 1 } 1 1
0 1 2 30 1 2 30 1 2

Frequency, kHz

o b

(b) Counterrotating-propeller noise spectra.

Figure 7. Aerodynamic interaction noise in counterrotating propeller. (From

ref. 2.)
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Figure 7. Concluded.

Under certain conditions blade loading which is nearly periodic can occur. An
example of this is the ingestion of a vortex, which could be induced by the propeller
and attached to the fuselage or to the ground ahead of the propeller. In this example,
a local distortion is induced by and drawn into the propeller. The blades chop
through the distortion and a blade-loading pulse is produced. Because the distortion
can persist for several propeller revolutions, the unsteady-loading noise can appear
at blade-passage frequency harmonics. However, as conditions change, the location
of the distortion changes and the amplitude and phase of the unsteady-loading noise
change. These changes broaden the noise spectrum, as previously described for
narrow-band random noise.

Random Sources

Random sources give rise to broadband noise. For propellers there are two sources
which may be important, depending on the propeller design and operating conditions.

The first broadband noise source is the interaction of inflow turbulence with
the blade leading edges. Because the inflow is turbulent, the resulting noise is
random. The importance of this noise source depends on the magnitude of the
inflow turbulence, but it can be quite significant under conditions of high turbulence
at low speeds. _

In the second broadband mechanism, noise is generated near the blade trailing
edge. A typical propeller develops a turbulent boundary layer over the blade surfaces,
which can result in fluctuating blade loading at the trailing edge. The noise is
characterized by the boundary-layer properties. A related mechanism occurs at the
blade tips, where turbulence in the core of the tip vortex interacts with the trailing
edge.
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It has been determined for full-scale propellers in flight that the broadband noise
sources are relatively unimportant and do not contribute significantly to the total
noise (ref. 3).

Prediction Methods for Propeller
Harmonic Noise

Any of the propeller noise methods currently in use can be derived from the
Ffowcs Williams and Hawkings equation (ref. 4). This fundamental equation of
sound generation is attractive because it is a rigorous combination of the equations
of momentum, continuity, and state into a wave equation that can be solved to
varying degrees of precision by a variety of analytical methods. A scholarly survey
of these methods was presented by Farassat in 1981 (ref. 5) and is recommended for
readers interested in the mathematical connections between these methods and the
Ffowes Williams-Hawkings equation.

In the following sections, the noise radiation equations which are discussed
were chosen to illustrate the variety of methods available, and comments on their
advantages and disadvantages are included. In the case of the time-domain equations,
computer programs based on the theory of Farassat are available to U.S. companies
from NASA Langley Research Center. The frequency-domain equations are simple
enough so that they can be coded on personal computers. Furthermore, their
analytical form gives a direct indication of the influences of propeller design features
on noise characteristics.

Linear Theories

As given by Farassat (ref. 5), the linear form of the Ffowcs Williams and Hawkings
equation is

82 ) 9
Vi 528 = — 2 [l VSIS + 5 [V A5 (1)

T

where the left side is the well-known linear ‘wave operator acting on the acoustic
pressure p. The right side contains the source terms resulting from the motion of
surfaces in the fluid: p, is the ambient density, ¢ is the ambient speed of sound, v,
is the local velocity of the surface normal to itself, §(f) is the Dirac delta function,
z; is the observer position, and /; is the ith component of the surface force. The first
source term represents the effect of the blades parting the air and produces what
is known as “thickness noise.” The second term represents the action of the blade
forces on the air and produces “loading noise.”

In equation (1), the presence of the surfaces is accounted for by the factors
containing f, where f = 0 is the equation of the blade surface. Unless very high
frequencies are considered (wavelengths of the order of blade thickness), details of the
airfoil section can be ignored. The source term is thus simplified, so that equation (1)
becomes

s 18 dq
P=2%2 = Py
where now the thickness source can be thought of as being represented by a volume
distribution of sources (and sinks) of strength ¢. The loading source is represented by

+V-F (2)
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a volume distribution of doublets associated with F', the force imposed by the blades
on the air. Equation (2) is the linear wave equation with sources as derived, for
example, in chapter 7 of reference 6 and in chapter 1 of reference 7. This source and
doublet concept is equivalent to the common representation of wing aerodynamics in
textbooks. For example, the sketch in figure 8, adapted from reference 8, was used
to treat the thickness and loading effects of wings. The dominant sources are exactly
the same for wing and propeller aerodynamics. However, in the case of propellers,
the sources make noise because of unsteadiness associated with rotation and with
time-dependent blade loading.

Blade or )
wing at angle = Thickness +  Camber + incidence
of attack effect effects
TS - > —

Source )
representation ———Jpm- /4 \

Sources Sinks Vortices

Figure 8. Decomposition of wing or blade section aerodynamics into
thickness effect and camber and incidence effects. (Based on ref. 8.)

Time-domain methods are used to solve equations (1) or (2) directly in terms
of the space-time variables. These methods are appealing because they can treat
blade geometry with any desired level of precision. The result is the prediction of
the acoustic pressure waveform p(t). If noise harmonics are needed, p(t) is Fourier
transformed numerically.

Frequency-domain methods eliminate time from the wave equation by means of
Fourier transformation. Some precision in the representation of blade geometry
is usually lost through the transformation, but this loss is generally acceptable
for harmonics to a fairly high order. The transformation also gives rise to Bessel
functions which are indicators of radiation efficiency. Harmonics are computed one
at a time and waveforms are generated by summing a Fourier series.

Time-Domain Methods

The most prolific proponent of time-domain methods for propellers and rotors
has been Farassat. Papers listed in the References section can be used to trace the
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development of his formulations 1, 1A, 2, and 3. The preferred formulations are
coded in the Aircraft Noise Prediction Program (ANOPP, ref. 9) and the Dunn-
Farassat-Padula Advanced Turboprop Prediction (DFP-ATP, ref. 10) program and
are described briefly below.

Formulation 1A, used in both ANOPP and DFP-ATP for subsonic source regions,
gives the acoustic pressure p(t) as follows:

1 i;7; Ir — I;M;
Arplt) = = At ds + P ko 2O ds
ki ¢ /f=0 [T(l - MT)2] ret </f=0 !:7‘2(1 - MT)Z} ret

+1/ l:lr(rMif"i+cMr—cM2)] dS+/ !:povn(rMi?i-i—cMr—cMz) is
F=0 ret f=0

3)

c r2(1— My)3 r2(1 — My)3 ret,
The dots on M; (defined as v;/c) and I; denote derivatives with respect to source
time, and v; is the local velocity of the blade surface with respect to the quiescent
fluid. The first three integrals give the loading noise, with the blade load vector ;
as the source. The last integral gives the thickness noise, with the surface-normal
velocity vy, as the source. Also, 7 is the distance from a source point to the observer
and M, is the Mach number of the source toward the observer. Formulation 3
(not shown herein) is recommended by Farassat for supersonic blade sections and
is coded in DFP-ATP (ref. 10). It too contains integrals in the form [ F=0 [ Jret dS.
The significance of this notation is that the contents of the brackets are evaluated
on the surface f = 0 at the retarded (or emission) time and integrated over the
blade surface elements dS. Thus, to compute the acoustic pressure at time ¢, it must
be determined where every element of the surface was when it emitted the wavelet
that arrives at the observer point at ¢. This is possible because the geometry and
motion of the blades are known and it is assumed that the wavelets travel at the
ambient speed of sound. When a surface is constructed by connecting all the blade
edges at their retarded times, the result is distorted from the physical planform to a
shape called the “acoustic planform.” The process is illustrated by simple example
in figure 9 (from a paper by Hanson, ref. 11), which also provides the key to the
acoustic planforms shown in figure 10. The blade labeled “visual planform” has a
rectangular shape and rotates in a plane with zero forward flight speed. At a tip
Mach number M; of 1.1, a sharp thickness noise pulse like the one at the right results
in accordance with formulation 3 for an observer at a distance of 5 rotor diameters.
The acoustic planform shown on the source disk is for the current time indicated by
the dot on the waveform. Figure 10 shows the evolution of the acoustic planform
with time. For this supersonic example, the planform breaks into two portions
because, for some blade elements, there is more than one point on the azimuth
where waves are emitted that arrive at time ¢. For subsonic tip speeds, the acoustic
planform is in one continuous piece and is straightforward to calculate. However,
the problem at supersonic speeds is surprisingly difficult and leads to significant
numerical problems because the acoustic planform must be evaluated with great
precision for good results.

As mentioned above, computer programs embodying Farassat’s formulas are
available outside NASA on a limited basis for personal and mainframe computers.
For users with no desire to do their own coding, this offers a means to acquire
noise prediction capability quickly. Because of the numerical difficulties associated
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Figure 9. Key to acoustic planform plots. (From ref. 11.)
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Figure 10. Evolution of acoustic planform with time at My = 1.1. (From ref. 11.)
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with the acoustic planform determination and numerical differentiation, coding of
equation (3) should not be attempted without careful study of references 5, 9, 12,
13, and 14.

Frequency-Domain Methods

A transformation to the frequency domain eliminates the need for computing
retarded blade locations and numerical derivatives. By representing blades as
helicoidal surfaces, far-field noise formulas that are easily coded on a personal
computer can be derived. Effective radius versions can even be computed by hand
with the help of a Bessel function table. Furthermore, these formulas give direct
insight to the influence of blade geometry and operating conditions on the sound
harmonics.

The first successful propeller noise theory by Gutin (ref. 15) was in harmonic
form. This theory was extended by various investigators; one of these was Hanson,
whose versions included effects of thickness, forward flight, and blade sweep (refs. 16
to 18). Hanson’s formulas are described below in enough detail for programming. To
arrive at his simple results, the approximation is made that the thickness and loading
sources act on the advance helix, that is, on the surface swept out by a radial line
that rotates at angular speed € and translates at the flight speed V. Of course, the
aerodynamic loading comes from the fact that blades are at an angle of attack relative
to the helical surface. However, once the loading is determined from an aerodynamic
analysis, the thickness and loading sources are transferred to the advance helix for
the radiation calculation. This transfer corresponds to linearization of the boundary
condition to the free-stream direction in wing theory. With this simplification, the
sources can be modeled with the terms on the right in equation (2), and the far-field
pressure can be found from the free-space Green’s function in the following form
(refs. 16 and 17):

pt)= Y. Pupexp(—imBQt) @
or -
p(t) = 2Re [Z P,, g exp(—imBQt) (5)
=1

where 2P, is the Fourier transform of the pressure at the mth harmonic of blade-
passage frequency for a propeller with B blades. The term P,,p is written as the
sum of effects due to thickness (or volume) displacement Py,,, drag Ppy,, and lift
Pr,, so that

Ppp = Py + Ppm + P, (6)

Before a noise calculation can be made, the blade geometry and loading must be
specified. A blade planform is specified with the parameters and nomenclature in
figure 11 in terms of the chord and sweep as functions of radius ratio z = r/r¢, where
r¢ is the tip radius. Chord b is given by Bp, the ratio of chord to diameter D, and
sweep by MCA/D, the ratio of mid-chord alignment to diameter. Airfoil section
thickness distribution is specified by the thickness-to-chord ratio at each radius %,
and a typical thickness distribution function H(z) is shown in figure 12.
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Figure 11. Blade planform defining chord b and mid-chord alignment (sweep).
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Figure 12. Shape functions for chordwise distributions of thickness and loading.
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Thickness distribution function H(z) is defined to be unity at the maximum
thickness point. Similarly, the lift and drag distributions are given in terms of
the section lift and drag coefficients C;, and Cp and the chordwise lift and drag
distribution functions fr(z) and fp(z) normalized for unit area, as shown in
figure 12. The terms Cf, and Cp are defined such that the forces per unit spanwise
distance are recovered when multiplied by (1/2)poc2M2, where p, and ¢, are the
ambient density and speed of sound and M, defined by

M2 = M2 + 22 M} (7)
is the section relative Mach number, with Mz and M; defined as the flight and tip

rotational Mach numbers, respectively.
With these definitions, the noise harmonics are given by (ref. 16)

Frm poc2Bsinfexp [imB (%—? - %)]
Pom 0=~ 8m(y/D)(1 — My cos §)
Prm
(8)
1 i k?ctb‘l’v(kz)
« [ a2 exotion) s (%ﬂ—g) ik (Cp /) ¥p(ks) § d
iky(CL/2) VL (kz)

where J,g( ) is a Bessel function, ¥y, ¥ p, and ¥y, are source transforms, and k;
and ky are wave numbers given by

2mBBpM;
k. =
T My(1 — Mgcosf) ©)
by = 2mBBp { My — M?cosf (10)
M, 1~ M,cosf
and ¢y is a phase lag due to sweep:
2mBM; MCA
= 1
9s Mq(1— Mgcosf) D (11)

Displacement normal to the planform (face alignment) also produces a phase shift
(ref. 16), but that is usually weak and is not included here. The propeller (or
aircraft) position is given in terms of its altitude or sideline distance y, and the
retarded radiation angle @ is as sketched in the insert of figure 13 (from ref. 19). In
evaluating equation (8) it may be convenient to use the fact that poc2 = ypo, where
po is the ambient pressure and the specific-heat ratio v = 1.4 for air.

The retarded radiation angle § and current (or visual) angle 6; are related by

cosf =cosfyy/1— M2 sin? 0 + My sin? 6, (12)
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Figure 13. Relationship between retarded and visual angles. (From ref. 19.)

as plotted in figure 13. Finally, the chordwise thickness and loading distributions are
given in terms of their Fourier transforms:

Up(ks) ¢ = [ 4 Ip@) | expliksa) do (13)
U (ke) ")

The above equations apply strictly only in the far field. However, they are
reasonably accurate to within about a diameter of the propeller, particularly for the
upper harmonics. Near-field versions of these equations are available (ref. 18). In the
paragraphs below, some general properties of the radiation equations are discussed,
the influence of blade geometry is explained, and some suggestions for programming
are given.

In equation (8), the integrand can be considered to be the product of source terms
(in the braces) times a radiation efficiency factor J,,,g. Bessel functions of argument
z and order mB # 0 have the behavior shown in figure 14. They peak for arguments
about equal to order, diminish toward zero for smaller arguments, and oscillate
for large arguments. In equation (8), the argument mBzM;sinf/(1 — My cos6)
evaluated for radiation in the plane of rotation is mBzM;. From this, it can be seen
that radiation efficiency at 6§ = 90° is governed by zMz3, the blade section rotational
Mach number. The factor sinf causes the noise to diminish rapidly toward the
front and rear axes of the propeller and the Doppler factor, 1 — M, cos 8, shifts the
directivity pattern forward.

In the source terms, it is easy to see that the thickness, drag, and lift noise com-
ponents are proportional to the thickness ratio, drag coefficient, and lift coefficient,
respectively. The ¥ terms represent the effect of chordwise noncompactness, that is,
interference at the observer location of signals emitted from various source locations
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Figure 14. General behavior of Bessel function with order not equal to zero.

along the chord. The argument &, can be considered the noncompactness parameter.
Figures 15 and 16 show examples of ¥ for thickness and lift sources.

For low frequency (k; — 0), the effect of chordwise interference vanishes. As ky
increases because of increasing chord, harmonic order, or Doppler effects, significant
interference occurs. For chordwise distributions, figure 15 shows that there is
not much potential for reduction of thickness noise by modifying airfoil thickness
distribution. However, the curves in figure 16 show that the quietest chordwise
loading distributions are uniform and that peaky distributions increase the higher
harmonics.

The exponential factor exp(i¢s) in equations (8) and (11) indicates that sweeping
a blade section back along the advance helix causes the noise contribution from that
radius to lag by ¢s. Sweep can cause significant noise reduction via the mechanism
sketched in figure 17 for noise radiated at angle . Since only one harmonic at a
time is considered, the noise from each blade element is described completely by its
amplitude A; and its phase ¢; in the complex notation A;exp[i(¢; — mBQt)]. The
total noise is the sum of contributions from all blade elements,

N
Agexp(ipp) = Y, Ajexp(ig)) (14)
j=1

where the common factor exp(—imBSQt) has been cancelled from both sides. This

complex addition is easily visualized as the head-to-tail vector addition, also shown
in figure 17. Because the blade sections are swept back, the phase angles of their
signals lag and the vector addition plot tends to close on itself, representing the
phase interference effect. The amount of noise reduction obtained with blade sweep
depends on observer location and propeller operating condition. However, analytical
studies (ref. 17) and test data show that peak sideline noise can be reduced by about
8 dB with blade sweep for the propfan in figure 2 at a cruise Mach number of 0.8.
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20



Propellerr and Propfan Noise

Vector addition

Resultant
sine wave

|=-on I

Strip components sum to

Figure 17. Conceptual benefit of blade sweep for reducing noise. (From ref. 17.)

Programming equation (8) is straightforward. However, a few comments are in
order. Since the chordwise distribution needed to compute ¥ is not too critical
for thickness and may not be well-known for loading, it is convenient to use simple
analytical functions for H(z), fr(z), and fp(x) that can be transformed analytically

in equation 13. For example, a parabolic thickness distribution,

H(z) =1 - (20)? (= < 1/2)

transforms to
2/3 (kz =0)
v = { 5 [ sin (%) — cos ()] (ks #0)

and a uniform lift distribution

fr(z) =1 (lz| £1/2)

(15)

(16a)
(16b)

17
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transforms to

1 (ky =0) (18a)
L= { £ sin (%&) (kz #0) (18b)

These transforms should be accurate enough for most work at low harmonic order.
The need for more accurate source functions can be judged from figures 15 and 16.

In the integration of equation (8), the radial step size must be chosen with some
care, particularly for swept blades, since phase variations along the span increase
with sweep and harmonic order. A simple expedient is to try a step size and see if
the integral is adequately resolved.

Note also that the lift and drag forces defined here are the section loading
components acting parallel and perpendicular to the local section advance direction
as sketched to the left in figure 18. If a lifting-line theory is used to obtain the
aerodynamic loading as input to the noise equations, the reference direction for Cj,
and Cp will probably be shifted from the advance direction by the induced angle,
as shown to the right in figure 18. Correction for this shift should be made before
equation (8) is used.

Advance
direction fnduced
nduce
L C}J flow
c Cp
D My M,
=My zM;

Figure 18. Reference azes for lift and drag definition.

Blade forces can also be specified in terms of thrust and torque rather than lift
and drag. If it is assumed that the chordwise noncompactness factor for drag ¥p
is the same as that for lift ¥, then the two loading terms can be combined as

(Pioad)m = Prm + Ppy, in terms of the radial gradients of thrust and torque, dT'/dz
and dQ/dz:

(Hoa.d)m = Pry + Ppm

_ imBM;sind ! [ cos AT 1 gg] Uy explids) d
" dmyr(1— Mgcosf) [, |T—Mgcosbde  22Myry dz | P D\iPs
(19)
The arguments of ¥7 and J,,p are unchanged.
Furthermore, if there is no sweep and if ¥; is taken as real, as in the case
of symmetrical loading functions f; and fp, then an effective radius version of
equation (19) is obtained by setting dT' =T and d@Q = Q:

mBM;sin @ ( cosf 1

/ _ —
(Poadym = 2ryre(1 — Mg cosf) \ 1 — My cosf 2% My Q) Vrdmp  (20)
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where we have dropped the ¢ and multiplied by 2 so that equation (20) represents
the ordinary Fourier coefficient (one-sided), as denoted by the prime on P. In terms
of shaft power W = Qf2, the term in the parentheses which contains ) becomes
w/ (zgﬁ Mfco), where z.g is the effective radius, which experience shows can be taken
as 0.8.

To calculate SPL, equation (20) is divided by v/2 to obtain rms pressure and by
the acoustic pressure reference, 4.1784 x 1077 1b/ft2 (20 uPa):

SPL =20 logm

538673mBM;sin g cosf . 550
yD(1 — Mgz cos6) (1 — My cos 6’T B ZgﬁMfcoW> \I’LJmB:I (21)

where it is now understood that the thrust is T pounds, the power is W horsepower,
the sideline distance is y feet, the diameter is D feet, and the speed of sound is
¢o ft/sec. The Bessel function is

mBzeg My sin 9)
- Sl il 22
JmB = JmB ( 1~ M cosé (22)
and the noncompactness factor for rectangular loading is
sin X
= 2
U=~ (23)
where BM.B
X = O t7D (24)

Mp(1 — Mg cos)

and 6 is the retarded radiation angle.

Unsteady sources

When the flow into a propeller is nonuniform, blade loading is unsteady and a
significant increase in noise is likely to occur. Because of radiation efficiency effects
described below, a small amount of unsteady loading can be the dominant noise
source, particularly for low-tip-speed propellers. These effects were first recognized
by Lowson (ref. 20), Wright (ref. 21), and Morse and Ingard (ref. 6), and these
authors give extensive analyses, particularly for helicopter rotors and single rotating
propellers at zero forward flight speed.

Noise caused by unsteady loading can be computed with either time-domain
or frequency-domain methods, and both have their merits. Farassat’s formula
(eq. (3)) applies without modification for unsteady loading. To use it, the loading
history or waveform [, and its distribution over the blade must be determined or
approximated. The proper values for [, are then applied at the appropriate retarded
blade locations. This procedure is reasonably straightforward and Farassat’s program
accepts unsteady-loading input. However, there are some subtleties regarding
required quality of the unsteady-loading input data that must be mentioned. Because
the motion of the blades shifts the source frequencies, the blade-loading waveform
must be specified with adequate precision to frequencies significantly higher than
the sound frequency of interest. Since the blade unsteady loading is seldom known

23



Magliozzi, Hanson, and Amiet

accurately, guidance is needed for choosing the time and space resolution of the
surface pressure input. The frequency-domain formulas discussed below may be
used to provide such needed guidance.

Frequency-domain formulas for unsteady-loading noise appear to be more cum-
bersome than their steady-loading counterparts. However, they may be more con-
venient than time-domain formulas for users who are basically interested in noise
harmonics rather than waveforms or who can approximate blade-loading harmon-
ics without the direct time information. Furthermore, the harmonic formulas can
provide valuable diagnostic information because of the frequency discrimination of
spectrum analyzers. Hanson has derived radiation formulas (ref. 22) for the general
case of harmonic blade loading at any frequency, whether or not it is related to the
propeller rotation speed. Two special cases are presented below.

For unsteady loading, the lift coefficient can be expanded in harmonic form as
follows:

oo
Cp= ). Crrexp(—iwt) (25)

k=—00

A similar expression can be derived for Cp. Equation (25) gives the lift history
experienced by a blade on the radiating rotor in terms of the lift harmonics Cpy,
where k£ = 1 corresponds to the fundamental frequency and k = 0 is the steady, or
mean, loading designated simply Cp, previously. For the general case of radiation
from a rotor with angular speed {2y interfering with the flow field of another rotor
with B; blades and rotating at €23, the load frequencies on the radiating rotor are
wg = kB1(21 + Q). One special case is for counterrotating propellers with equal
speeds (21 = Q2 = Q) and equal numbers of blades (B; = By = B). For this
condition wy, = 2kBQ, where the factor 2 arises because of the relative speed of the
rotors. The other special case is for interference with a nonrotating distortion field,
where effectively 1 = 0 and By = 1 so that wj, = kQ.
The far-field acoustic pressure (ref. 22) is

p(t) = 871'(7-1;;;))0(61%? S]i;fcosg) m; Z exp {7. [n (d’ - g) + mBS§) (cio - t)]}

tip
x | MZexp(igs)Jn (

root

(26)
mBzM;sin @ ) [

Cpk Crk
1— M;cos8 k 5 Upi(ke) + kyT‘IILk(kz)] dz

where, for counterrotation with By = By = B and {; = 09 = (), the mode order is

n = (m — 2k)B (27)
the wave numbers are
2BM; m
= -2 2
ks = =1, [I—Mzcosﬂ k} Bp (28)

b — —2B | m(M?cosd — M)
Y7 M, 1~ M,cosf

+ 2kMz} Bp (29)
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and the phase lag due to blade sweep is

2BM; m MCA
— - 30
95 M, [1—choso ] D (30)
For interference withi fixed distortion, the mode order is
n=mB -k (31)
the wave numbers are
2M; mB
= — 2
ka M, [1 — Mz cosf k] Bp (32)
-2 |mB(M2cosf — M)
= M;| B
ky zM, [ 11—~ M,cos@ +kMz) Bp (33)
and the phase lag due to sweep is
2M; mB MCA
= — 4
%s M, (I—MxCOSO ) D (34)

In equation (26), the first exponential gives information on the general nature
of the sound field. The frequencies that appear are given by mBS2, which indicates
sound at blade-passage frequency and its multiples, just as with the steady-loading
formulas discussed previously. The factor (r/c,) — t indicates waves propagating
radially from the source location at the ambient speed of sound c¢,. The double
summation shows that each loading harmonic k radiates at all the sound harmonics
mB. Variation of the sound pattern in the circumferential direction is given by n¢,
where n is the circumferential mode order. These modes, each with n lobes, spin
about the propeller axis with angular speed mB/n times the propeller shaft speed
Q. This spinning mode characteristic also occurs for compressors and turbofans, as
discussed in the chapter on turbomachinery noise.

As with thickness and steady-loading noise, the radiation efficiency is governed
by the ratio of argument to order in the Bessel function:

1 fmBzM;sing
§_n(l—MgEcos€> (35)
The term £ is similar to the cutoff ratio in turbofans. For £ < 1, radiation is
inefficient; for £ > 1, radiation tends to be efficient because of the Bessel function
properties shown in figure 14. Since zsin0/(1 — M cos 8) is of order 1, it is useful
to consider the quantity

M = (mB/n)M; (36)

This is the spinning-mode tip Mach number. Any mode with M; << 1 can be
neglected in the calculation. Thus, although the summation on k in equation (26)
runs formally from —oo to oo, only a few modes for the largest |M;| need be
considered. At the lower sound harmonics sometimes only one mode is required.
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As an example of the above mode criterion, consider the m = 3 harmonic of a
counterrotating propeller at My = 0.7:

mB m
- (m— 2k)BMt om— QkMt (37)

M,

The combinations of interest for m = 3 are

R m](m —2k) A
-1 0.6 0.42
0 1.0 .70
1 3.0 2.10
2 -3.0 2.10
3 —-1.0 .70
4 —.6 .42

Thus, only the ¥ = 1 and 2 loading harmonics radiate efficiently at 3BPF.  The
values £ = 1 and 2 correspond to blade loading at 2BPF and 4BPF. Through use
of the above formulas, it is easy to show that for increasing sound harmonics, more
and more loading harmonics radiate efficiently. Noise from low-tip-speed propellers
with any source of nonuniform inflow is inevitably dominated by unsteady-loading
sources at the upper harmonics because of their greater radiation efficiency.

Some insight can now be gained for the direct use of time-domain formulas
for calculation of noise from unsteady loading. In equation (3), the unsteady
blade loading is input numerically in discrete time steps. The size of these steps
must be small enough to ensure a full and smooth representation of the loading
component; otherwise, the loading signal will appear to have a higher frequency
that will be strongly emphasized because of the radiation efficiency discussed above.
This sensitivity is aggravated by the derivatives denoted by the dots on I; and MM;
in equation (3). The derivations must be performed numerically, a process always
sensitive to smoothness of the quantity being differentiated. These problems are all
manageable in principle. However, the reader is cautioned against casual application
of equation (3) to the unsteady-loading problem without a thorough understanding
of the numerical subtleties.

Nonlinear Effects

Blade sections of propfans and of many other high-speed propellers operate at
transonic velocities. In the aerodynamics of wings and bodies, this is a regime
frequently dominated by nonlinear effects. The corresponding propeller issues are
discussed below under the categories of nonlinear source effects from the acoustic
analogy quadrupole and full aerodynamic solutions by applying finite element
methods.

At high speeds, nonlinearity may occur at the source (i.e., at the blade section)
because of transonic effects. One way of dealing with this is via the quadrupole source
term in the acoustic analogy. (See chapters on jet noise for definition.) The first
valid analysis of the importance of the quadrupole source for high-speed rotors was
made based on a two-dimensional aerodynamic calculation (ref. 23). The quadrupole
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contribution was compared with the linear thickness source for a propfan airfoil
section; the results are shown in figure 19. These results show that quadrupole, or
nonlinear, source effects are important sources of additional noise in the blade section
speed range between critical Mach number (when flow over the airfoil exceeds the
speed of sound) and a Mach number of 1. Quadrupole strength can be reduced
to below that of linear thickness and loading sources by blade sweep so the airfoil
sections operate effectively below their critical Mach numbers. To shed more light
on the role of the quadrupole term in flow with solid surfaces, Blackburn examined
the field of a two-dimensional wedge in fully supersonic flow (ref. 24). He was able to
compute the acoustic analogy source terms exactly and found that the quadrupole
was not a significant source of extra noise in this flow regime. This finding agrees
with figure 19, since the Mach number in Blackburn’s analysis is well to the right
of the peak. However, Blackburn did find that the quadrupole term repositioned
wave fronts along the shocks, rather than on the Mach surfaces as in linear theory.
Quadrupole sources have been treated more extensively in the helicopter literature
(see the chapter on helicopter rotor noise) because supercritical blade section speeds
are common. However, for propellers and propfans, nonlinear effects are minimized
by blade designs with sweep and thin airfoil sections.

6r
5 L.
4 |-
Noise added by
quadrupole, dB
2l
1 L
Critical
Mach number
) | \ | 1 }
N .8 9 1.0 i1 1.2

Section relative Mach number, M,

Figure 19. Increase of blade thickness sound pressure level caused by
including quadrupole noise. (From ref. 23.)

Another approach to nonlinear effects is as a by-product of an aerodynamics
calculation. There is considerable work on the transonic regime in progress to
develop numerical methods for aerodynamic design and analysis from full-potential,
Euler, and Navier-Stokes equations. For the steady-loading problem, it is tempting
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to believe that since these methods compute all the flow-field variables in a finite
domain surrounding the propeller, the noise signal is available simply by sampling
the pressure field at the appropriate locations. This, in principle, is true. However,
the currently existing aerodynamic analysis methods are designed to give the best
accuracy on the surfaces of the blades. For field points at a distance from the blades,
predictions are degraded because the mesh sizes used in the calculation increase,
numerical damping smooths the waves, and the boundary conditions at the outer
edges of the computational domain are treated approximately. These problems all
appear to be manageable for the steady-loading aerodynamics problem, but so far
they have not been addressed for acoustic calculations. However, recent advances in
computational fluid dynamics are now making this approach lock more practical.

Prediction Methods for Propeller
Broadband Noise

The fundamental laws of acoustics (see Curle, ref. 25, for example ) state that the
noise from a surface is produced by forces (dipoles) and sources (monopoles) induced
on the surface to satisfy the condition of no flow through the surface. If these terms
are harmonic, the noise produced is harmonic. However, if dipoles with a random
time behavior are present on the surface, broadband noise is produced. (Usually
there are no monopoles with a random time behavior, since this would require the
surface to have a significant component of random fluctuation in position.) Random
forces can be induced by several mechanisms. If significant turbulence is present in
the mean stream, random forces are induced on the blades, leading to broadband
noise. In the low-frequency (compact) case the entire blade is involved in the sound
generation process. At higher frequencies (acoustic wavelength smaller than the
chord), the noise generation becomes concentrated around the leading edge of the
blade.

In the absence of inflow turbulence, any random surface forces must be self-
induced. A turbulent flow moving over a plate induces unsteady surface pressures.
For a uniform mean flow this turbulence can be produced in the turbulent boundary
layer. If the turbulence is not in the vicinity of an edge it produces quadrupole
sound, which is generally a weak generation mechanism compared with dipole sound.
However, as the turbulence approaches and passes the trailing edge, the boundary
conditions imposed on an eddy change: whereas the airfoil surface can support a
force, the wake cannot. The result is a change in the airfoil loading as each eddy
passes the edge, and sound is produced.

Two approaches to the calculation of trailing-edge noise have been developed.
Since Curle has shown that the pressure field produced by the turbulence can be
represented by volume quadrupole sources together with the surface monopoles and
dipoles to satisfy the boundary condition on the surface, the first approach is to solve
the problem of a quadrupole in the vicinity of a half-plane. Since the surface dipoles
induced by the quadrupoles are the main sound-producing sources, this method can
be described as a calculation of the surface forces produced by the quadrupoles,
followed by the calculation of the noise. An analysis following this approach was
carried out by Ffowcs Williams and Hall (ref. 26). This approach is satisfactory if
the quadrupole strengths are known. However, this method presents the same kind of
problems encountered in the prediction of jet noise from quadrupole distributions; in
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general the distribution is not known with sufficient accuracy. Furthermore, there is
the possibility that other nonlinear effects, such as wave steepening (also represented
by quadrupoles), are included with the sound-producing quadrupoles.

These problems led to the formulation of a second approach, which has been more
extensively compared with experiment. In contrast to the above method, this new
method assumes that the surface pressure produced by the convective turbulence is
known. This surface pressure field is assumed to be frozen and convecting with a
velocity U, (or Mach number M.) which may be a function of frequency. At the
trailing edge, there is a change in the boundary condition; in particular, the surface
pressure due to the turbulence, which is supported by the airfoil upstream of the
trailing edge, is not supported by the downstream wake. This produces a fluctuating
dipole force on the surface and radiates sound. Chase (ref. 27) was one of the first to
employ this method for noise prediction. He assumed zero Mach number, and thus
no Kutta condition is applied at the edge. A more general formulation, including
a mean-flow Mach number M and the application of the Kutta condition at the
trailing edge, was introduced by Amiet (ref. 28). This model is especially attractive
because of its symmetrical relation with leading-edge noise. For leading-edge noise,
one specifies the velocity of the incident turbulence field together with a no-flow
condition through the airfoil surface; this leads to zero potential on the axis ahead of
the airfoil and at the leading edge. For trailing-edge noise one specifies the incident
surface pressure on upper and lower surfaces; the pressure difference is zero on the
axis downstream of the trailing edge and at the trailing edge because of the Kutta
condition. However, just as for the first method, this approach does not result in
a compact dipole type directivity pattern. Because the fluctuating forces occur at
the airfoil edge, one cannot simply replace them by the field of a compact dipole in
an infinite fluid. Rather, one must include the baffling effect of the airfoil edge, the
result being a modified directivity.

This model avoids the necessity of specifying the volume distribution of
quadrupoles, since their effect is already included in the convecting surface pres-
sure. Although the specification of the surface pressure is probably simpler than
the specification of the volume quadrupoles, it is by no means a simple task. Amiet
used surface pressure data for a flat-plate boundary layer in his calculations (ref. 28)
partly because this is a simple and “classic” case. Perhaps more importantly, it was
the only readily available data. (When using the following expressions for the noise,
the reader should be aware that the expressions used for the surface pressure are
generally obtained by curve fitting of data. Thus, they are by no means rigorous and
are open to improvement.)

The far-field noise spectrum prediction Sy, above a flat plate for this model is
(ref. 28)

wbz

2
Spp(x,0, z,w) = ( ) ly(w)$]L|2Sgq(w, 0) (38)

2mco02
where z,y, and z are, respectively, the coordinates in the axial direction, normal to
the airfoil, and along the span; b is the semichord; s is the semispan; ¢, is the sound
speed; I, is the spanwise correlation length, which can be a function of the radian
frequency w; 02 = 22 + §%22, where 52 = 1 — M?; L is the generalized lift; and Sqq
is the pressure spectrum on either the upper or lower surface of the airfoil near the
trailing edge. (To find the total noise, the sound from both surfaces must be added.
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Since the surface pressure spectra on the two surfaces are generally uncorrelated, the
pressure spectra, rather than the pressure itself, are added.) In the high-frequency
limit (wavelength much less than chord), the directivity factor is given by

2P _ (1+M.—~M)D
o4 McrgK%

(39)

with

2 cos?(0/2)
[1— (M — M) cosf]2(1 — M cosb)
where K; = wb/U.; and 7. and 6. are, respectively, the retarded radius from the

observer to the source point and angle of the observer measured from the upstream
axis. The terms re and 0. are related to the actual coordinates by

D=

(40)

o =71e(l — M cos0) and = =r(M — cosf) (41)

A more general form of equations (39) and (40) for arbitrary frequency can
be found (refs. 28 and 29), but since trailing-edge noise is predominantly at high
frequency, the more general expression may not be needed. The spanwise correlation
length [, is defined in terms of the surface pressure spectrum as

1 o0
@m=gﬁﬁﬂ Saq(w,) dy (42)

The integration of a result from Corcos (ref. 30) leads to an expression for Iy of
(ref. 28)
21U,

w

ly ~ (43)

For a flat plate an expression for Sgq can be obtained by curve fitting the data of
Willmarth and Roos (ref. 31) to give

g — Sqq _ 0.00002
4= T UD2(6/U) | 1+ + 021702 + 0.0056202

(44)

where p, is the free-stream density, @ = wé* /U (a form of the Strouhal number), and
6* is the displacement thickness of the turbulent boundary layer, given approximately
by (ref. 32)

ES.C_ ~ 0.047R; 1/ (45)

where R, is the Reynolds number based on chord ¢. A reasonable value to use for
the convection velocity is U, = 0.8U (ref. 28).

Equations (38) to (45) allow a calculation of the trailing-edge noise as a function
of frequency and observer position, given values for U, po, ¢o, chord, and span.
One should be able to model trailing-edge noise for a realistic airfoil if accurate
expressions for the surface pressure are known. Of the above relations, the one
most subject to question is equation (44) for the spectrum of the convecting surface
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pressure. Although this equation may be adequate for a flat plate at zero incidence,
one realizes at once that this cannot be quite correct for an actual airfoil, if only
because it does not include the angle of attack. As one might expect, experimental
evidence shows a noise increase as an airfoil becomes more heavily loaded. This
could be due to an increase in either Syq or 6*. Also, the measurements from which
equation (44) was obtained were not made near an edge. For these reasons, attempts
have been made to modify equation (44) with actual airfoil surface pressure data.
Thus, curve fitting the data of reference 33 gives the following general form first used

in reference 34: _
. 0.000666%
99 7 17— 5.489% + 36.742 + 0.15055°

In the range of interest this gives a value for Stllq that is somewhat larger than that
given by equation (44) for a flat plate, the maximum difference being 7.7 dB at
w = 0.18. The curve fit is based on measurements taken on an airfoil at zero angle
of attack. However, the surface pressure data are not extensive enough to assure
an accurate prediction. For example, by curve fitting the data of both references 33
and 35, Chou and George (ref. 36) subsequently gave an expression for S('Iq for two
ranges of @. The first expression, for @ < 0.06, is taken from equation (46) but is
increased by an overall factor of 2.6. This difference points out the uncertainty in
the result. Although Chou and George used a different curve fit than equation (46)
for the surface pressure, the basic model used for the noise calculation is that of
references 27 and 28, in which a frozen surface pressure convecting past the trailing
edge is assumed.

Obviously the problem is not solved completely until an analytical solution for the
surface pressure is available. However, the above method does give an approximation
to the noise produced if the surface pressure is known; it also gives an insight into the
mechanism of noise production, since it relates the unsteady surface pressure to the
noise produced. There is another prediction method available that dispenses with
the theoretical development and concentrates on curve fitting of available trailing-
edge noise data (in contrast to the above method, which curve fits surface pressure
data and uses this for predicting the noise). This other prediction method uses the
frequency dependence of reference 37 together with certain of the above results and
gives a prediction of 1/3-octave band frequency. The result, with further details
given in reference 34, is

(46)

> 4 ] 3/2 —4
SPL1/3 = QASPL + 10 loglo 0.613 (~ > l:(~ > + 0.5 (47)
Wmax Wmax
where the overall SPL is
5 6*5
e

and s is the span, Wmax is the value of W at the spectrum peak (usually around
0.1), and K7 = 141.3. Based on comparisons of theory versus experiment (ref. 34),
equations (47) and (48) give a slightly better prediction than equations (38) to (46),
but equations (47) and (48) give little insight into the noise-generating process.
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Equations (47) and (48) should give reasonable predictions for an airfoil with a
small angle of attack. Further analysis and additional experiments are required to
determine the effects of angle of attack, flow separation, etc., on the noise generation.
(A more detailed analysis of the fundamental principles on which the convecting
surface pressure model is based is given in ref. 28.)

For a propeller, an integral must be taken over the rotor span (i.e., the blade is
treated in a stripwise manner), since each radial station moves at a different velocity.
Because trailing-edge noise is random and generally has a higher frequency than the
propeller rotational frequency, the overall noise spectrum for a rotating blade can
be calculated by simply averaging around the azimuth the sound spectrum derived
above for the case of rectilinear motion. The principle is quite straightforward,
but the implementation can become somewhat involved because of the constantly
changing observer position in blade-fixed coordinates (ref. 34).

Propagation Effects

The propeller noise theories previously described provide estimates of noise
generated at the source without regard to any propagation effects other than spherical
spreading. This section discusses the effects of Doppler frequency shift, refraction,
scattering and shielding, atmospheric absorption, ground reflection, and excess
ground attenuation.

Doppler Frequency Shift

This phenomenon results in a shift in the frequency perceived by an observer
when the observer or the source is moving relative to the medium. The familiar
train whistle is often used as an example. To an observer standing near the train
tracks, the train whistle appears raised in pitch as the train approaches, and lowered
as the train passes by. Similar effects can be observed in propeller noise, the most
important of which is related to the measurement of airplane flyover noise.

For a moving source, stationary observer, and stationary medium the Doppler
frequency shift is calculated from '

s

fo= 1— M,cosf

(49)

where f, is the observed frequency, fs is the source frequency, M is the flight Mach
number, and @ is the angle between the line from the source to the stationary observer
and the flight path at the time the sound was emitted. This equation clearly shows
that for an approaching source (8 < 90°) the observed frequency is raised, while for
a receding source (6 > 90°) the frequency is lowered.

A generalized derivation for the Doppler-shifted received frequency is given by
reference 38. This derivation shows that when the medium is in motion but both
the source and the receiver are stationary (as in a wind tunnel), no frequency shift
occurs. For airplane flyover noise, significant differences in received frequency are
expected for a case with wind compared with that for the zero-wind case.

32



Propeller and Propfan Noise
Refraction Effects

Propagation Through the Atmosphere

Refraction generally occurs for sound propagating through the normal atmo-
sphere because the temperature and pressure vary with altitude and present a varying
characteristic impedance pc. Although the process is continuous, it is convenient to
approximate it as layers having discrete interfaces (fig. 20). For a discrete interface,
rays are bent according to Snell’s law, described in reference 39 as

sinf; ¢

sin - cy (50)

where the incident and transmitted angles §; and 0y are defined in figure 20 and
¢1 and ¢o are respectively the speed of sound in the incident and the transmitted
medium.

p1 = A expli(wt — k1d)]

Source

pP1CL |~

Layers

\ p p2c2
S S S S S %

p2 = Az exp[z'(wi
~ kod)]

Figure 20. Refraction of acoustic wave.

Some of the energy is reflected, while the rest is transmitted. The ratio of the
amplitude of the transmitted wave to that of the incident wave is

Ay 2pacs cos 01
A1~ pacacosfy + picicosby

(51)

For an acoustic plane wave, the change in sound pressure level is 10 log (Intensity
ratio), where the intensity is A2/pc. It follows that the change in the transmitted
sound pressure level is

AZ/pacy
A?/prcy

4pyc1pacy cos? 0
(p2ca cos By + prcy cos B)?

ASPL = 10log
(52)
= 10log
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Because the sound beam is either widened or narrowed when transmitted through
the interface, equation (52) does not give the ratio of total power transmitted. The
change in sound power level can be calculated from

4p1c1paco cos by cos s

APWL = 101
8 (paca cos By + prcq cos fz)?

(33)

Two special cases bear mentioning. For pocgcosf; = picicosfy, no power is
reflected and all the power is transmitted. When ¢; < ¢y, there is a critical incidence
angle 0., given by sinf; = c1/cg, for which the refracted ray is parallel to the
interface. For incidence angles equal to or greater than 6 no acoustic energy is
transmitted into the second medium. For sound propagating from high altitudes
through a normal atmosphere, the critical angle can be exceeded at large angles and
no sound would be detected at the ground. This can be significant for propellers
in the forward directivities because the Doppler effect shifts the source directivity
forward.

It is convenient to use discrete layers, typically 100 to 300 m thick, for calculating
refraction effects. Each layer is assumed to have uniform impedance represented by
the mean impedance of the layer. This procedure is recommended for correcting
airplane flyover noise during certification (ref. 40). It is essential to use a layered
atmosphere model for propagation to the ground from high-altitude (greater than
5000 m) flight, as the cumulative effects become significant.

Propagation Through a Fuselage Boundary Layer

Refraction also occurs when sound propagates through a fuselage boundary layer
because the velocity and temperature gradients in the boundary layer cause a change
in the impedance encountered by the sound wave propagating through it. This effect
could be important for noise impingement on a fuselage when cabin noise is being
investigated or controlled.

Several analyses exist for evaluating fuselage-boundary-layer refraction effects
as applied to propeller and propfan noise. Early investigations (refs. 19 and 41)
addressed plane waves and two-dimensional boundary layers. Later refinements
extended the analyses to propeller-type noise sources and boundary layers on
cylindrical surfaces (ref. 42).

Scattering and Shielding

Fuselage Scattering

Sound incident on a cylindrical fuselage is scattered depending on the angle
of incidence and the wavelength of the sound compared with the diameter of the
fuselage. For normal incidence, sound at a small wavelength compared with the
fuselage diameter is totally reflected: Thus, a receiver at the fuselage surface
perceives a doubling of the pressure.

The analysis of reference 42 represents the fuselage as an infinitely long cylinder
with infinite impedance at the surface. Scattering effects from this analysis are shown
in figure 21 for the fundamental and second harmonic of a model propeller. On the
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side with the incident sound, pressure doubling is shown at both frequencies because
the wavelengths of both tones for the model propeller are small compared with the
fuselage diameter. On the opposite side, a shadow zone is shown, with a deeper
shadow occurring for shorter wavelengths. Interference is shown at the edges. Note
that the pattern appears rotated (i.e., the pattern is not symmetric about ¢ = 0°)
because of the rotating source. Thus the analysis is sensitive to the direction of
rotation of the propeller.

10~ 03 diameter aft Plane of rotation . 0.5 diameter forward

Fuselage correction,
dB relative to
free-field levels

—60 1~y -~ L
3 x BPF 3 x BPF

~70 { ] L | L I\ I\ ! i L 1 ) 1 ]
) —-200 —-100 0 100 200 —-200 —100 O 100 200 —200 —~100 O 100 200

Circumferential angle, ¢, deg

Figure 21. Calculated fuselage scattering effects at My = 0.8. (From ref. 42.)

Wing Shielding

As is the case for a fuselage, a wing can be used to provide shielding of a propfan
source. Figure 22 illustrates the situation for a propfan installed on a swept wing.
It is shown that for the geometry and the direction of rotation indicated, the line
of sight from the advancing blade is blocked by the wing leading edge. As is the
case for the fuselage, the amount of shielding depends also on the wavelength of the
sound, with shorter wavelengths approaching geometric acoustic behavior.

Several analyses have been developed for shielding of sound by stationary barriers.
These analyses were extended for propfans installed on wings by including the effects
of flight Mach number and wing sweep in reference 43.

Atmospheric Absorption

When sound propagates over long distances through air, absorption takes place
and reductions in amplitude in excess of those from simple distance effects are
observed. These effects have been studied for some time and several procedures
exist to calculate the effects (refs. 44 to 47). The method endorsed by the FAA
and recommended for adjusting noise certification data is that of reference 47.
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Figure 22. Shielding of propeller noise by swept wing.
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This procedure presents an algorithm which allows the calculation of atmospheric
attenuation, in terms of a dB attenuation per unit distance, as a function of
temperature and relative humidity. These values typically vary from 0.001 dB/m
at low frequencies to about 0.1 dB/m at high frequencies. Because the atmospheric
attenuation has relatively little effect on low frequencies, it does not have a strong
influence on propeller noise, except for the case of noise propagating to the ground
from high altitudes (above 5000 m).

Ground Reflection Effects

In a typical airplane noise measurement situation, the airplane flies past a
microphone which is located above a ground plane. The sound thus reaches the
microphone following the direct path and a reflection from the ground plane, as
illustrated in figure 23 for a simple point source S. Also shown is the equivalent
image source §’, which accounts for the ground reflection process. The distance
traveled by the direct ray R is given by [L2 + (H — h)?|!/2, whereas that of the
reflected ray R’ is given by [L? + (H + h)z]l/ 2, Note that R’ is always longer than
R, except in the special cases of H = 0 or h = 0, for which they are equal. Since the
propagation lengths along the two paths differ, the signals arrive at the microphone
with relative phase differences that cause constructive interference, when the two
signals are in phase, or destructive interference, when the two signals are out of
phase.
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Figure 23. Ground reflection effects with image source,
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For noise certification purposes, a microphone height of 1.2 m is required. At
normal ambient temperatures, this height results in cancellations at approximately
80 Hz for a source directly over the microphone (L = 0). This value is in the range of
blade-passage frequencies for many propellers. Since propeller noise is predominantly
at low frequency, these effects can thus be significant.

It is difficult to interpret measurements made using a microphone located above a
ground plane because of the changing ground reflection effects coupled with apparent
source characteristics (e.g., directivity and Doppler shift). One method which gives
good results is to use a microphone close to ground level (h = 0) over a hard surface
(for high impedance). This arrangement results in the reflected signal always being
in phase with the direct signal, so a nearly constant 6-dB correction (full pressure
doubling) occurs over the frequency range of interest, independent of source position.

Ground reflection effects are needed for estimating the noise to be expected during
noise certification, for instance. Procedures for calculating ground reflection effects
can be found in references 48 to 53 and are discussed in another chapter of this
book. These methods do not necessarily address tone sources. Ground reflection
corrections for propeller harmonic noise should be done for small bandwidth signals
at the Doppler-shifted tone frequencies. Using center frequencies of 1/3-octave bands
can lead to significant errors. Experience has indicated that adjusting a ground
microphone measurement of a propeller aircraft flyover to 1.2 m cannot be done
with high accuracy with existing methods because of the complexity of the ground
reflection process.

Excess Ground Attenuation

Excess ground attenuation, sometimes called lateral attenuation, is a term
applied to discrepancies between observed levels and those expected after all other
propagation effects (i.e., distance, atmospheric attenuation, and ground reflection
effects) have been accounted for. This effect is usually found when measurements
of flyovers are compared with those from a sideline microphone. A compendium of
such measurements has been published in reference 54. A summary of these results is
shown in figure 24. It is probable that a significant portion of the lateral attenuation
shown in figure 24 is a result of shielding because of the apparently stronger effects
for fuselage-mounted engines. It is not clear how this effect would be reflected in
propeller noise. However, this can certainly be best addressed by applying wing and
fuselage shielding and scattering analytical methods.

Nonlinear Propagation Effects

Open rotors generally produce intense noise levels. This is particularly true of
propfans during high-speed cruise. Under these circumstances, significant nonlinear-
ities can arise. There may be nonlinear propagation effects in addition to the nonlin-
ear source effects discussed previously. Nonlinear propagation of propeller noise was
first studied by Hawkings and Lowson (ref. 55). Since then, Barger (ref. 56), Tam
and Salikuddin (ref. 57), and Lindblad (ref. 58) have pursued the subject further.
All these investigators applied weak shock theory as developed for sonic booms to
the propeller noise propagation problem. The analysis is applied in conjunction with
a linear source theory calculation, although it is not inherently limited to this and
could be matched with a nonlinear source theory or even with experimental results.
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Figure 24. Typical variation of lateral attenuation with observer angle.
(From ref. 54.)

The approach is to begin with an acoustic pressure waveform and apply a nonlinear
propagation theory to account for the wave steepening that builds up during propa-
gation because of finite signal amplitude. In the positive pressure peaks of the wave,
the temperature and speed of sound are above ambient values so that the peaks
propagate faster than the valleys.

Examples of the nonlinear propagation effects are shown in figure 25 for an
unswept propfan blade. In figure 25(a) the noise pulse was computed from a linear
theory equivalent to equations (3) or (28). Weak shock theory was applied to produce
the wave in figure 25(b). As shown, the nonlinear propagation theory steepens the
leading edges of the pulses and compares better with experimental results (fig. 25(c))
than does linear theory. A shift in energy is made from the lower frequencies to
higher frequencies, although there does not appear to be a significant reduction in
level at the very low frequencies. The effects described herein occur very close to a
propfan. Test data show that propagation of sound from propfans follows the linear
propagation laws of typical acoustic sources at distances greater than one propfan
diameter.
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Figure 25. Nonlinear propagation effects computed from weak shock theory.
(From ref. 56.)

Comparisons of Predictions and
Measurements

Background

Before attempting any serious study of the performance of propeller noise
prediction methods, one must fully understand the methods used to make the
measurements. This is important because test facilities may influence the noise-
generating process or propagation in a manner not modeled by the noise prediction
method. Other considerations include the presence of additional sources of noise
in the measurements (e.g., a drive motor) and the assurance that the propeller is
operating at the conditions (i.e., blade loading, relative velocities, etc.) defined for
the calculations.

Noise Measurements Under Static
Conditions

As described previously, a propeller operating under static conditions encounters
a great deal of nonuniform inflow, including naturally occurring turbulence in the
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atmosphere, ground vortices, and wakes from fuselages, wings, nacelles, or test
stands. This inflow results in high levels of unsteady-loading noise that tends to
dominate the higher sound harmonics. This source of noise disappears quickly when
a small amount of forward speed is attained. A passenger in a propeller-driven
airplane may observe high levels of noise up to the point of brake release, but the
noise quickly changes as the airplane reaches a modest speed during the takeoff roll.
Similar effects can be observed on static test stands in that the noise can change
markedly when a modest head wind occurs.

Forward flight effects on propeller noise have been investigated (refs. 59 and 60).
Figure 26 shows representative noise measured during static and flight conditions at
constant propeller speed and power. As shown, the static data are dominated by
high levels in the upper harmonics, but these are essentially gone in the flight data.
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Figure 26. Effect of forward flight on propeller noise. (From ref. 59.)

Comparisons between measured and calculated levels for static propeller noise
are presented in reference 60. It is concluded that a compact source calculation for
fluctuating blade-loading noise and a noncompact source calculation for thickness
and steady-loading noise are adequate for predicting the noise of static propellers.
The prediction of static propeller noise, however, is not of great interest, as the
condition is transient and is not used for noise certification or interior cabin noise
control.
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The noise from counterrotating propellers operating under static conditions would
probably not show as much influence from turbulence ingestion effects because the
higher harmonics are dominated by aerodynamic interaction between the two blade
rows. Limited data exist (ref. 61), but it is not clear what components comprise
the noise. It can be concluded that any static propeller data to be used for
correlation purposes should be viewed with caution, as they are strongly influenced
by nonuniform inflow, which is not usually well defined and often varies.

Propeller Noise Measurements in Wind
Tunnels

There are two common types of wind tunnels used in acoustic research: the closed-
test-section type and the open-jet type. Both offer advantages and disadvantages in
regards to propeller testing.

Closed- Test-Section Wind Tunnels

Most closed-test-section wind tunnels are of the recirculating type. It is thus
necessary to control the turbulence which can be introduced by the drive fan,
turning vanes, recirculating wakes produced by the model, etc. If the test-section
walls are metal or concrete, many reflection paths can exist, the result -of which is
great variability in the measured noise. This variability is particularly significant for
propeller noise because of its discrete frequency components. Depending on mode
characteristics of the tunnel, significant reinforcements or cancellation can occur at
the harmonic frequencies (ref. 62).

One solution to this reflection problem is the use of absorptive treatment on the
tunnel walls. Because of aerodynamic losses caused by flow over the treatment,
the use of wedges is not practical. Flat-faced fiberglass (behind high-open-area
perforated retaining plates) or polyurethane foams have been used. These appear to
work reasonably well at low to moderate speeds (below Mach 0.5) for measurement
locations near the peak noise (ref. 62). This type of treatment might not work well
at high speed or at shallow incidence angles which occur at locations forward of the
propeller plane of rotation. Acoustic qualities of wind tunnels operating at speeds
above Mach 0.5 have not yet been demonstrated.

Open-Jet Wind Tunnels

Another approach is the use of open-jet wind tunnels. In this arrangement, a
nozzle is typically set into the wall of an anechoic chamber. A collector is situated
opposite the nozzle. When suction is applied at the collector a jet forms between the
nozzle and the collector. Placing a propeller in the jet simulates flight. Because there
is essentially no flow outside the jet, the chamber can be treated with acoustic wedges
to provide an anechoic environment. The limitations of this scheme, however, are
restricted speed (about Mach 0.5) and propagation effects through the shear layer
to far-field microphones. Shear layer corrections for amplitude and directivity angles
exist and have been well documented (refs. 63 to 65). The angle corrections show
that the sound is refracted by the shear layer. In the forward direction, the refraction
can be complete so that no sound passes through the shear layer, thus limiting the
range of directivity attainable.
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Propeller Noise Measurements in Flight

Measurements of noise from propellers installed on airplanes in flight should be
the best data for correlation purposes because the ultimate objective of studying
propeller noise is to control it in the passenger cabin and in the communities affected
by noise of airplanes taking off, landing, or in flight. The measurement of propeller
noise from airplanes, however, is difficult. Apart from the generally higher costs
associated with flight tests, propellers installed on airplanes are subjected to inflow
distortion such as angle-of-attack effects, wing upwash, nacelle blockage, engine
inlet effects, and wakes from upstream disturbances which may significantly affect
the propeller noise characteristics. In addition, other sources of noise are present,
such as noise of the airframe and of the engines. Finally, the interpretation of
airplane noise should include atmospheric attenuation, ground reflection, shielding,
and Doppler shifts for propagation to the ground and fuselage reflections, refraction,
and propagation through a fuselage boundary layer in the near field. (See previous
discussions in this chapter.)

Comparisons in the Near Field

Predictions made with the Hanson frequency-domain method (ref. 18) and
measurements made on two model propfans (ref. 66) operating over a range of tip
speeds and blade loadings are shown in figure 27. The SR-2 model blades are straight
whereas the SR-3 blades are swept according to recent practice. It is apparent that
the level of the prediction method agrees well with test data, with the trends of noise
versus tip speed being well predicted. Also, the benefits of blade sweep are shown in
both the measurements and the predictions.

Figure 28 shows the measured and predicted directivity of the blade-passage
frequency harmonic. This comparison indicates that all sources of noise, including
the nonlinear quadrupole, are important, particularly at the forward location, when
the relative Mach numbers are high. It is shown that the total noise energy is
generally not equal to the sum of the component energy because of relative phase
effects.

Comparable results are obtained from calculations with one of Farassat’s time-
domain methods. Sample correlations (ref. 10) are shown in figures 29 and 30.
As shown, the general characteristics of the waveforms are predicted well by the-
time-domain method except for the positive peaks, which are reduced by nonlinear
propagation. This is also shown in the spectrum in figure 29(c). Figure 30(c) shows
better spectrum agreement than does figure 29(c), although the waveform correlation
is not as good. The Hanson frequency-domain method (ref. 18) at BPF shows good
agreement with measured data in both figures. In fact, it is expected that time-
domain and frequency-domain methods would show nearly identical results within
the realm of linear acoustics.

Comparisons in the Far Field

Measurements of the noise from a full-scale general aviation propeller were
made in a large open-jet anechoic tunnel (ref. 67). These data and predicted
values from a time-domain method are shown in figure 31. It is apparent that the
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Figure 27. Measured and predicted sideline tone levels versus tip helical
Mach number. Boom microphones; power coefficient, 1.9; advance
ratio, 3.1. (From ref. 66.).

agreement between measurements and predictions for these cases where the propeller
is operating in low turbulence, undisturbed flow is excellent.

Figure 32 shows predictions and measurements for the propeller operating on
an airplane. Measurements were made with a ground-level microphone and the
noise predictions included propeller angle-of-attack effects. As shown, the noise is
underpredicted ahead of the overhead point and overpredicted behind the overhead
point. It is conjectured that this could be caused by nonuniform inflow effects other
than propeller angle of attack.

Reference 68 presents results for a model propeller operated in an open-jet
facility with microphones located inside the jet to avoid shear-layer refraction effects.
In addition to noise measurements, the propeller aerodynamics were measured
to confirm the blade-loading distributions, which are inputs needed to calculate
propeller-loading noise. Representative time-domain measurements and predictions
are shown in figure 33. These plots show very good agreement between measured
and predicted values. Although only waveforms are shown, it would be expected
that there would be excellent agreement of harmonic data as well.

Measured and predicted values for a propfan operating at takeoff and landing
conditions in a large, acoustically treated, closed-test-section wind tunnel are shown
in figure 34 (ref. 69). For these predictions, the aerodynamic performance was
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Figure 28. Measured and predicted BPF tone sideline directivity for
SR-3 operating at design point condition. (From ref. 66.)

predicted with an Euler code and the noise was predicted ‘with the time-domain
method of Farassat. Figure 34 shows the predicted and measured noise for two
harmonics as functions of directivity for three blade angles 3. Figure 35 shows the
waveforms for the three conditions in the propeller plane of rotation (at or near the
peak directivity angle). There is a tendency to underpredict as the propfan blade
angle is increased. This underprediction is attributed to the formation and increasing
strength of a leading-edge vortex resulting from the thin, sharp-edged, swept blades
at increasing blade angle. The leading-edge vortex, and also an associated tip-edge
vortex, can change the blade-loading distributions significantly. If this change is not
reflected in the blade-loading source distribution, then noise predictions can become
inaccurate. )

Noise measurements for a propeller operating on an airplane in flight were made
using microphones mounted on a wingtip (ref. 59). Predictions were made using
a frequency-domain method (ref. 70). Figure 36 shows these values for a propeller
tip rotational Mach number of 0.77, while figure 37 shows these values for a tip
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Figure 29. Measured and predicted acoustic pressure signatures and spectrum
for boom microphone directly above propeller disk. Theoretical prediction
corrected for boom reflection. Period, 0.991 msec; BPF = 1009.2 Hz.
(From ref. 10.)
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Figure 30. Measured and predicted acoustic pressure signatures and
spectrum for boom microphone behind propeller disk. Boom reflec-
tion correction included. Period, 0.991 msec; BPF = 1009.2 Hz.
(From ref. 10.)

rotational Mach number of 0.83. The agreement is quite good in the propeller plane
of rotation and fair at the aft location, although the spectrum shape is well predicted.
No nonuniform flow fields were included in the noise predictions. These comparisons
show the importance of the thickness noise component for this propeller at these
operating conditions. )

General Comments

The following general observations are based on the foregoing comparisons
between measurements and predictions of propeller and propfan noise.

Generally good agreement between measurements and predictions of noise can be
obtained for propellers operating at low-to-moderate tip speeds at moderate loadings
under ideal (undistorted) inflow conditions. For these conditions, the prediction
model needs to include only linear sources, and comparable performance can be
obtained with either time-domain or frequency-domain methods. It is apparent that
for good loading noise calculations, the blade-loading distribution must be accurately
defined.
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Figure 32. Measured and predicted noise spectra at three time periods
for standard takeoff of Piper Lance airplane. (From ref. 67.)

The prediction of propfan noise is generally not as successful. At low speeds
this is not necessarily due to failure of the same noise prediction models as above
(although the existence of other sources such as a tip-edge loading is a possibility),
but more likely it is due to the failure of the aerodynamic model to predict the
blade-loading distribution.

During high-speed operation, additional (nonlinear) sources and/or nonlinear
propagation near the propeller become apparent.

Finally, propellers and propfans installed on airplanes have other sources of noise,
notably unsteady-loading noise, due to inflow distortion. Again, these effects have
been included in many propeller noise prediction models, but they require a means
of defining the unsteady blade loads. Accurately estimating unsteady blade loads
is not easily managed by current aerodynamic methods and generally the resulting
noise predictions are not as good as those for steady blade loads.

Propeller Noise Control Objectives

It is the job of the acoustician to first understand the propeller noise-generating
mechanisms and then to control them using methodologies derived from theories
to meet constraints demanded by airplane manufacturers. These noise constraints
are based on meeting noise regulations, cabin noise comfort, airplane structural
requirements, etc. In the following discussion the general noise control objectives
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are grouped into two sections. In the first, the near-field noise requirements, which
generally pertain to the cruise condition, are described. Then the far-field noise
requirements, which generally apply to low-speed operation, are discussed.

Near-Field Noise Control Objectives

In a typical installation, the propeller is located adjacent to a fuselage section.
Depending on propeller design, operating conditions, and proximity of the propeller
to the fuselage, the acoustic excitation can produce intense fluctuating pressure loads
on the surface. These loads can cause motion in the fuselage structure, with possible
fatigue of the structure and noise transmission to the interior. This motion can be
particularly important if the structure has response frequencies which coincide with
the propeller noise frequencies. It is therefore desirable to control the propeller noise
levels and to avoid excitation at structural resonances to reduce or eliminate acoustic
fatigue.

For passenger comfort, the propeller noise reaching the fuselage interior space
needs to be controlled. Today’s airline passengers expect cabin comfort in propeller-
driven airplanes to be comparable to that in turbofan-powered airplanes. This means
limiting cabin noise levels to 80 dBA or less. Further, for enhanced comfort the actual
propeller noise harmonics should be barely discernible. This usually implies that the
propeller harmonic noise contribution is below 80 dBA and the broadband noise from
fuselage boundary layer, environmental control system, etc., has comparable levels.

Far-Field Noise Control Objectives

In general, far-field noise control addresses community noise objectives. The most
important of these is noise certification as set forth by the FAA (ref. 40). Additional
noise requirements may be imposed by certain airports for takeoff and landing.

For an aircraft to receive certification it must satisfy noise constraints during
takeoff and landing. For turbojet and transport category airplanes, these are
currently defined by Stage-3 requirements described in Appendix C of Federal
Aviation Regulations (FAR) Part 36 (ref. 40). Comparable requirements are imposed
by the International Civil Aviation Organization (ICAQ) in Annex 16 (ref. 71). In
both cases the noise limits are specified at three locations, as defined in figure 38
(from ref. 72). These documents describe the procedure to be followed in certifying
and specify the limits to be met, which depend on the location and the airplane gross
weight.

For airplanes below 12500 1b gross weight, the certification procedure and limits
are different. These are described in Appendix F of FAR Part 36 (ref. 40). In general,
this certification requires level flyover over a microphone. Adjustments are allowed
for good takeoff climb airplane performance.

Although many airports have noise restrictions of various types, two airports in
the United States are particularly strict. The first of these is Washington National
Airport, which requires low noise for nighttime operation based on results of the
FAR Part 36 certification testing. The limits, however, are based on the maximum
A-weighted sound pressure level. The maximum level for takeoff is 72 dBA, while
the maximum level on approach is 85 dBA. No requirements are made on sideline
noise. Airplanes not meeting these requirements may not take off or land at the
airport between 10 p.m. and 7 a.m.
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Figure 86. Measured and predicted propeller noise levels at tip rotational Mach
number of 0.77. (From ref. 70.)
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The second airport having special noise rules is John Wayne Airport in Orange
County, which is outside Los Angeles, California. For John Wayne Airport, the
measurement units and locations are significantly different from the FAR Part 36
rules. The measurement locations can be seen in figure 39 (from ref. 72). Microphone
locations are scattered within a several-mile radius of the runway.

The measurement unit at John Wayne Airport is single-event noise exposure level
(SENEL). The airport requirements for varying numbers of allowed flights per day
are given below.

Classification SENEL, dBA
Unrestricted, unlimited flights < 86
AA 86 to 89.5
A 89.5 to 100

Airplanes meeting the class A level are allowed fewer flights per day from the airport
than those meeting the class AA level.

Control of Propeller Noise

It is possible to obtain guidance in controlling propeller noise by inspection of
the noise prediction theories. For example, in equation (8 ) relative Mach number is
a multiplier of the noise level. Thus, reducing blade section relative Mach number
should reduce noise. In fact, for most cases that is indeed a way to reduce propeller
noise—lower tip speeds almost always reduce noise. Other approaches include
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Noise Monitor Station Locations

Distance, ft
Microphone
height, ft
From north
end (on extended At 90° to
C/L) runway extended
Station Location 01L-19R C/L 01L-19R AGL ARL

M-1 Newport Beach, CA 10800 200 Easterly 20 13
M-2 Newport Beach, CA 17470 1220 Westerly 20 57
M-3 Newport Beach, CA 14800 3570 Easterly 20 67
M-4 Santa Ana, CA 5850 300 Westerly 43 26
M-5 Tustin, CA 28650 175 Easterly 22 109
M-6 Santa Ana, CA 8660 950 Westerly 25 15.5
M-7 Santa Ana, CA 8870 900 Easterly 25 24
M-8 Newport Beach, CA 24 200 3030 Easterly 25 7
M-9 Santa Ana, CA 17700 5350 Westerly 59 106
Remarks:

1. Length of runway 01L-19R: 5 700 ft.

2. Runway elevation: 53 ft mean sea level.

3. AGL = above ground level.

4. ARL = above runway level.

5. Runway magnetic heading: 194° 21'.

Station Location Map

-2 e
?’E/e/ L
—"John

Wayne
IAirport, Orange County

Figure 39. Noise measurement locations for John Wayne Airport. (From ref. 72.)
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altering operating conditions, changing propeller design, and, for the special case
of cabin noise with multiple propellers on the airplane, using a synchrophaser.

Operating Conditions

As previously mentioned, certain operating conditions can be modified to reduce
noise. The most significant of these is tip speed. As can be ascertained from the
governing noise equations, all sources of noise have radiation efficiencies determined
by relative velocity. It is not straightforward to determine how much the noise will
change with tip speed. In the case of loading noise, as an example, there are three
significant parts of the noise-generating process which are affected. The first, obvious
by inspection, is that relative Mach number multiplies the equation. Mach numbers
also appear in the argument of the Bessel function. In this case, the effect of Mach
number is not as clear, but reference to figure 14 or to Bessel function tables indicates
that for subsonic tip speed and flight speed, reducing the Mach numbers reduces the
noise. Finally, in order to maintain thrust (that is generally a firm requirement,
as the application for propellers is generally to fly an airplane at some speed and
altitude), the lift and drag coefficients change if tip speed is reduced.

Other ways to reduce propeller noise are to increase diameter or to reduce the
disk loading (i.e., thrust per unit area of the propeller disk). In order to maintain
thrust, operation at a lower disk loading requires a larger diameter.

Reducing tip speed has generally reduced noise for all sources. The best way to
evaluate this effect is to perform calculations while observing the established ground
rules (e.g., maintaining constant thrust). This is needed because the benefit depends
on specific designs and baseline operating conditions. As a reference, it has been
observed that for conventional propellers operating at low to moderate flight speeds,
the overall noise in decibels varies as approximately 40 times the tip Mach number
(vef. 73).

Reducing disk loading affects primarily loading noise. Again, evaluating the
benefits requires specific calculations. As a guide, an empirical propeller noise-
estimating method (ref. 73) indicates that noise varies inversely as diameter squared.

Design Parameters

It is apparent from the foregoing discussion that examination of the propeller
noise equations shows areas where noise reduction benefits can be attained. For
example, propeller noise could be greatly reduced by having zero-thickness blades
to eliminate thickness noise, large diameters with many blades to eliminate loading
noise, and large blade sweeps to eliminate quadrupole noise. Unfortunately, practical
realities must also be considered. These include physical constraints, such as a certain
amount of blade thickness needed for structural integrity, and practical constraints,
such as a limit to the diameter for weight and installation considerations. However,
general guidance can be obtained from the equations governing propeller noise.
Although specific benefits must be evaluated individually and in combination for
specific cases, the following is given for general guidance.

Blade Sweep

Increasing blade sweep is beneficial during high-speed cruise, when blade section
relative Mach numbers are relatively high. Figure 40 shows calculated noise reduction
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Figure 40. Noise reduction due to blade sweep calculated using
frequency-domain method. My = 0.8; tip speed, 800 ft/sec; 8-bladed
propfan; BPF harmonic.

for blade sweep. It is apparent that a small amount of sweep has a small effect on
noise, but sweep becomes very effective at reducing noise as sweep increases. These
effects were calculated for a propfan during cruise. Benefits during takeoff would be
significantly less (ref. 17).

Blade Thickness

Thickness noise is significant during high-speed cruise, when blade section relative
velocities are high. One means for reducing the contributions from thickness noise is
to reduce the blade thickness. Actually, reductions are obtained by reducing blade
thickness and chord, as it is the blade volume which factors into the source strength.
The effect on spectrum depends on the shape of the airfoil. A scaled reduction in
airfoil thickness at constant chord provides reduction equally at all harmonics. The
noise reduction attainable varies as approximately the blade volume squared. -

Reducing blade thickness also reduces quadrupole noise, but in a less predictable
manner.

Blade Count

For a given thrust requirement, increasing blade count is always beneficial in
reducing loading and quadrupole noise. Thus, at low-speed takeoff conditions, where
loading noise dominates, reduction is obtained by increasing blade count. Although
significant reduction in noise level (particularly at the higher harmonics) occurs,
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some of this reduction may be offset by increases in metrics which are frequency
dependent, such as effective perceived noise level. This increase occurs for a given
tip speed and diameter because increasing blade count raises the frequencies. In
general, though, a net noise reduction can still be obtained.

Increasing blade count can raise thickness noise, depending on how it is done.
Examination of equation (8) shows that simply adding blades increases the number of
sources of thickness noise, with a corresponding increase in noise. If the blade volume
is decreased (by reducing chord), then increasing blade count may not have as much
effect on thickness noise. Again, adding blades raises the frequencies generated,
so that metrics such as A-weighted overall levels commonly used in setting cabin
noise limits may increase with increased blade count. This increase can be especially
important during high-speed cruise, when thickness noise is an important source.

Propeller Diameter

Increasing propeller diameter reduces the blade loading. Thus, for a given thrust
requirement the loading per unit area is reduced, with a corresponding reduction
in loading noise. Increasing diameter is thus beneficial in reducing noise during
takeoff. In addition, at low speed, propellers tend to be more efficient with increased
diameter. Therefore, for a given thrust requirement less power is required, with less
energy put into the system. Increased diameter can be combined with reduced tip
speed for even more noise reduction.

Blade Shape

The effect on noise of blade design parameters such as twist and planform
distributions is more difficult to determine by inspection because they change
aerodynamic loading distribution. Although this can be done by parametric variation
using a noise calculation procedure, most studies show that the noise reduction
potential is small. The actual reduction to be realized depends on the starting point,
but for reasonable designs the potential seems to be about 3 dB. This reduction can
be realized with varying amounts of aerodynamic performance loss. The effect of
blade design has a stronger impact on aerodynamic performance than on noise.

Airfoil Section

Some airfoil sections appear better for noise reduction than others. In general,
however, the airfoil shape has only a small effect in the lower harmonics. Only for
propfans at high speed do the airfoil shape effects appear at the lower harmonics.

The reader is cautioned that the foregoing discussion should be applied only
in the context of a complete system study. Generally, the best approach requires
a complete aerodynamic and acoustic methodology so that the trade-offs between
noise and performance can be evaluated. Other factors such as weight, cost, and
reliability must also to be considered.

Synchrophasing

Synchrophasing is not a means for reducing noise at the source, but rather it
relies on phasing two or more sources to promote noise cancellation. This is done by
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phasing the rotation position of the blades on opposite sides o_f the fuselage so that
the sound impinging on the fuselage has a certain phase relationship which promotes
noise cancellation within the cabin. The process by which the noise cancels is too
complex to define analytically to the degree sufficient to realize a reduction. All
implementation of noise reduction by synchrophasing has been done experimentally
and applied to cabin noise (refs. 74 and 75). Reductions of up to 15 dB may be
obtained under specific conditions in limited areas of an airplane cabin, but general
reductions of maximum noise throughout the cabin are less.
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Introduction

Types of Rotorcraft

Rotorcraft is the generic label attached to vehicles that utilize unducted rotors to
create enough lift to achieve hovering flight out of ground effect. The most common
aircraft in this category is the helicopter, which has proved to be the most efficient
hovering heavier-than-air vehicle. Helicopters were first introduced in the 1940’s
and have steadily evolved into useful operation vehicles. They can be divided into
two subclasses: those that use a single-rotor system for lifting and a smaller rotor
system (or other control device) for yaw control, or those that use counterrotating
tandem, side-by-side, or coaxial rotors for lifting and differential torque for yaw
control (fig. 1). In the past four decades, the growth of these vertical-lift aircraft has
been phenomenal. They have become an integral part of the military and are used
in a multitude of civilian tasks where hovering flight is a necessity.

The goal of design engineers has always been to improve the usefulness and pro-
ductivity of the helicopter by increasing its forward-flight performance. Unfortu-
nately, forcing a rotor to fly through the air sideways, or in nonaxial flight, is not
done easily. Aerodynamic considerations have limited the performance of pure he-
licopters to 150 to 200 knots in 1g flight. During a normal rotor-blade revolution
in high-speed nonaxial flight, transonic flow on the rotor advancing blade can cause
large drag, vibration, and noise effects, while dynamic stall on the retreating blade
can cause similar effects. To overcome these high-speed-flight limitations, new types
of rotorcraft are being developed that have nearly the hovering efficiency of the heli-

copter, but convert to an airplane-like configuration to achieve higher speed forward
flight.

The tilt-rotor aircraft (fig. 1) is a promising vehicle in this class. In hover, its
rotors are thrusting upward like a helicopter. It accelerates to forward velocity
by rotating the rotors forward, creating excess thrust. The decreasing component
of vertical thrust is then carried by a wing as the vehicle becomes airplane-like
in its operation. After many years of successful research, tilt-rotor aircraft that
can hover efficiently and still cruise at up to 300 knots have been built and are
ready to go into production. The tilt-wing and stopped-rotor/X-wing aircraft are
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Figure 1. Current and promising rotorcraft configurations.

two other promising concepts that use rotors (or propellers) for hovering flight but
convert to an airplane configuration to achieve even higher forward airspeeds (fig. 1).
Unfortunately, the higher airspeeds of all these nonhelicopter configurations usually
degrade the hovering performance of the vehicle, a trade-off dictated by the laws
of physics and engineering. The added complexity necessary to achieve high-speed
forward flight costs weight and thus reduces hovering performance.

Each of these different aircraft, which comprise a portion of the generic rotorcraft
class, perform different specific missions well. If hovering efficiency is desired, then
the helicopter is best. If cruise efficiency is valued and hovering time is kept to a
minimum, then vehicles such as the tilt-rotor, tilt-wing, and stopped-rotor/X-wing
aircraft are the better choice.

Within the generic rotorcraft class, unducted rotors are flown in a variety of
operating states, including the limiting cases of axial and nonaxial flight. The
axial-flight condition (i.e., normal propeller state) occurs in helicopters and other
rotorcraft that are operating in hover or in a pure vertical climb or descent. It also
occurs for tilt-rotor or tilt-wing aircraft when they are operating in the airplane-
like configurations. The nonaxial flight states that are experienced by rotorcraft
set them apart from other vehicles. The asymmetrical velocities experienced by the
blades as they traverse the rotor disk and the proximity of the rotor wake under
many flight conditions cause most of the aerodynamic and, hence, noise problems.
Helicopters, in particular, spend much of their time operating in nonaxial flight very
close to the wake shed from their rotor system. Tilt-rotor and tilt-wing aircraft do
also when operating in their helicopter modes of flight, and additionally they must
transit through expanded envelopes as they convert to airplane flight.
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Overview

The noise that emanates from this class of rotorcraft as they operate under
propeller and helicopter flight conditions has been a ubiquitous source of annoyance
and has helped others detect, classify, and determine the position of rotary-wing
vehicles for many years. In the 1940’s and 1950’s, research into the mechanisms of
propeller noise was pursued with vigor. However, the phenomenal success of the
jet engine decreased the importance of propeller-driven aircraft and consequently
deemphasized rotorcraft aeroacoustic research. In the early 1960’s, the dramatic
use of the helicopter by the U.S. military rekindled interest in rotorcraft acoustics.
Focusing mostly on aural detection of helicopters, researchers began a new assault on
the rotorcraft noise problem which has existed in one form or another up until today.
The emphasis has recently shifted to commercial certification requirements with the
introduction of government-regulated noise rules. However, military detection still
plays an important part of all research and development efforts.

In this chapter, the physical characteristics and sources of rotorcraft noise as
they exist today are presented. Emphasis is on helicopter-like vehicles, that is, on
rotorcraft in nonaxial flight. The specific noise sources of propeller-driven aircraft
are covered in another chapter, and although they are similar in many cases to
rotorcraft noise, they will not be treated in the context of propeller noise here. First,
the mechanisms of rotor noise are reviewed in a simple physical manner for the
most dominant sources of rotorcraft noise. With simple models, the characteristic
time- and frequency-domain features of these noise sources are presented for idealized
cases. Full-scale data on several rotorcraft are then reviewed to allow the reader to
easily identify the type and extent of the radiating noise. Methods and limitations
of using scaled models to test for several noise sources are subsequently presented.
Theoretical prediction methods are then discussed and compared with experimental
data taken under very controlled conditions. Finally, some promising noise reduction
technology is reviewed.

Rotorcraft Noise Sources and Their
Physical Origins

Noise Spectrum of a Helicopter With a
Single Main Rotor

One of the most widely discussed rotorcraft aeroacoustic topics of the past
decade has been the way rotor noise sources are classified (refs. 1 to 5). When
you first hear a helicopter, you are most always impressed by the harshness and
periodicity of the noise. This usually occurs when a rotorcraft is descending or
maneuvering in a terminal area or when it is flying at high speed in a helicopter
configuration. These loud, sharp, periodic sounds are labeled impulsive noise and
clearly distinguish rotorcraft noise from other types of noise. In fact, there is a milder
form of periodic noise, rotational noise, that is also distinguishable on rotorcraft.
It has its origins in axial-flight (propeller) aircraft and arises because the rotor is
creating thrust and torque and because its blades must displace air as they move
through space. One might guess that these two different-sounding noise sources are
related mathematically because they are both periodic in nature. While this is true,
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the aerodynamic origins of the sounds are quite different. These origins serve as the
real classifiers of the resulting noise.

Broadband noise is also a source of noise on most rotorcraft. The whooshing
sound usually associated with the start-up of rotorcraft typifies this type of noise. It
is also noticeable when the helicopter is hovering or flying overhead at relatively low
altitudes. Broadband noise has its origins in interaction of the moving blade with
turbulence shed either from the blade itself, from previous rotor blades, or from the
atmosphere. It is usually important at lower tip Mach numbers, where the other
forms of rotor noise do not dominate the spectrum.

Early analysis equipment for acoustic signatures was not as sophisticated as
today’s digital technology. Noise measurements made with present-day technology
are done with modern electronic computer-based equipment that can be used to
measure and process extremely narrow bandwidths of data. Sophisticated signal
analyses using fast Fourier transform (FFT) and signal averaging techniques yield
accurate power spectra and time-history data. For rotorcraft with constant rotor
speeds, it is possible to literally “pull out” periodic signals from random or broadband
noise sources. This is illustrated in figure 2, wherein a 50-Hz and a 1-Hz analysis of
similar data are illustrated. Because the periodic signal levels are independent of the
bandwidth while the broadband noise decreases with bandwidth (10 log bandwidth
ratio), the periodic noise emerges from apparently broadband noise as the bandwidth
of the analysis is reduced. This technique works well as long as the periodic event
is truly periodic. If changes in rotor speed (ref. 6), in frequency because of Doppler
effects, in rotor-wake positions, or in distances between the microphone and the
observer are allowed, then higher frequencies of periodic noise can smear across
the narrow bandwidths and begin to appear to be broadband noise. In effect, the
distinction between “broadband noise” and periodic noise sources can blur in the
frequency domain when a basically periodic phenomenon is somewhat unsteady.
Because it only takes small changes to cause this effect, it is suspected that many
previously reported cases of broadband noise were really unsteady periodic noise.
When some of these factors were analytically accounted for in the data analysis of
flyover aircraft, noise levels that were previously attributed to broadband noise were
reclassified as harmonic noise (ref. 7). More recent data taken under very controlled
conditions have shown that periodic noise dominates the helicopter noise spectra
under most flight conditions.

The noise spectrum of a hovering single-rotor helicopter with its various sources of
noise is shown in figure 3. Main-rotor, tail-rotor, broadband, and other noise sources
are identified, although there is some controversy as to whether the broadband noise
shown in this figure is truly broadband noise or whether it is nonstationary periodic
noise. Each noise source is truly a contributor to the radiated acoustic signature, but
only a few sources actually dominate on most rotorcraft. This results because most
rotorcraft manufacturers design their machines to be as totally efficient as possible
while meeting the requirements of safety, low vibration, etc. A by-product of this
process is the fact that the tip Mach numbers in hover range between 0.6 and 0.7 on
most rotorcraft of today. This compromise uses the full aerodynamic capability of
the rotors without encountering severe compressibility effects over the design flight
envelope and without compromising the structural integrity of the aircraft. Because
the hover tip Mach numbers are relatively high, impulsive and rotational noise
sources usually dominate the spectra of rotorcraft. In this chapter, we shall focus
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Figure 2. Effect of bandwidth reduction on spectra of rotorcraft noise.

our attention on the loudest noise sources in the belief that, if they are mitigated,
much of the rotorcraft noise and annoyance problem will be as well.

Governing Acoustic Equation

Blade-Fized Coordinates

Most of the material that is discussed in this chapter can be mathematically
represented by the following general well-known integral equation which governs the
noise radiated from a body in arbitrary motion:

o || | i, = @

+ 5 / / [%Ilpw?\lml] d8(n)
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b;; Kronecker delta

P fluid density

o fluid density at rest
p fluid pressure

o fluid pressure at rest

This equation was derived in reference 9 and has been expanded upon by many
researchers (refs. 10 to 12). Far-field acoustic density is explicitly expressed in
terms of integrals over the body surface and the surrounding volume in a reference
frame moving with the body surface. For rotorcraft applications the blade itself is
considered to be the moving body, so the reference frame for equation (1) is in blade-
fixed coordinates moving with the rotating blades. Note that equation (1) is in the
strictest sense a nonlinear integral equation over all space. Often, the right-hand-
side integrals are assumed to be bounded and finite and basically independent of the
acoustic pressure. Under these conditions, all three terms in equation (1) can be
interpreted as sources of rotorcraft noise: the first term represents noise due to fluid
stress and becomes important at high Mach numbers; the second term represents the
noise due to blade surface pressures pushing on the fluid; the third term describes the
noise that is caused by the blade displacing fluid as it traverses its circular path. For
acoustics, it is normally assumed that p’ = c% ¢', so the left-hand side of equation (1)
can be interpreted as acoustic pressure.

The circular blade path of each rotor blade causes much of the apparent complex-
ity of rotorcraft noise calculations. All sources must be tracked in this circular path,
with particular attention paid to source and receiver time of emission and reception,
respectively. This is largely a geometric problem, but one of considerable complexity.
Fortunately, the computer thrives on such tasks and makes these laborious compu-
tations quite easily. This does not, however, eliminate the need for a solid physical
understanding of the rotorcraft noise problem.

A sketch of the geometry of a simple hovering rotor is shown in figure 4. Depicted
are steady force (lift and drag dipoles) and steady thickness (monopole) sources on
a single blade. The distance R between an arbitrary point on the rotating blade and
the observer is also shown. These steady force and thickness effects can be thought
of as rotating dipoles and monopoles, respectively, and are described mathematically
in this blade-fixed coordinate system by the second and third terms of equation (1).
According to this equation, the radiated noise due to steady force is simply a spatial
derivative of the summation of force source terms at the correct retarded time,
and the radiated noise due to steady thickness is simply a time derivative of the
summation of thickness source terms taken at the correct retarded time. In essence,
a simple linear three-dimensional wave equation is being solved. The retarded time
operator keeps track of source emission times T and receiver times ¢.

£ 14
+ =t 2

A source of sound emitted at an earlier time 7 =t — % at a distance R away from an

observer must travel % sec to reach an observer at time ¢. The factor |1 — Mg| in the
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denominator of all the terms in equation (1) is the well-known Doppler factor and is &
direct result of choosing to describe the acoustics of rotors in the moving-blade frame
of reference. The Doppler factor strongly increases the magnitude of each term of
equation (1) as My approaches 1.0. When Mg = 1.0, equation (1) becomes singular
and requires special numerical treatment. Fortunately, most conventional helicopters
do not fly with tip Mach numbers of 1.0; Mg for high-speed advancing flight is
typically not greater than 0.9. Under most cruising helicopter flight conditions
(Mg = 0.85), the second two terms of equation (1), which are the important
contributors to the noise radiation, can be evaluated in a simple, straightforward
manner.

Low-frequency harmonic noise

Lift (thrust)
Thickness

A ST,

og {shown neg.) Drag (torque)

Observer

Figure 4. Geometry of simple hovering rotor.

Space-Fized Coordinates

There is an equivalent representation of the noise generation process that il-
lustrates the role of the circular geometry and highlights the fact that a simple,
three-dimensional wave equation is being solved. First, the distributed sources are
represented by equivalent point sources. For simplicity, consider only rotating point
forces (force/length). Then, instead of describing these point sources as rotating
sources, they are viewed as an entire disk of stationary sources that lie in a plane
described by the rotating blade and bounded by the tip of the blade itself, as shown
in figure 5. These stationary sources are then “switched on and off” at the appro-
priate times as the blade reference line passes over that particular position in space.
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The resulting solution of the wave equation (only force effects considered) becomes

4mp (x,t) = ——6%// [%L dA 3)

where F; = P;; is the force/area exerted on the fluid and A is the area of the fixed-
space source distribution. Although this equation looks as if the Doppler factor
has been eliminated from the analysis, it has not. It reappears as the derivative of
the switching functions and this derivative must be accounted for in this analysis.
Most early researchers (refs. 13 to 15) developed their analyses using the fixed-
space description of the wave equation given in equation (3). Either approach is
still useful today, as they are equivalent. However, treating distributed sources as
effective point sources is only valid when the distribution of source strengths is not
" important. In general, this occurs when the speed of the sources is much less than
the speed of sound. The problem is said to be “compact” and distributed sources
can be acoustically represented as point sources. The fixed-space representation of
this problem can be extended to noncompact acoustic problems as well (ref. 16).

Rotating blade
/ Nonrotating
radiating

planar disk

Fixed sources
(thickness and dipole)

Figure 5. Fized-space representation of classical thickness and loading acoustic
sources.

Hovering Harmonic Noise

Both time- and frequency-domain results are shown in figure 6 for steady
loading of a radial distribution of dipole forces and monopole thickness effects for a
representative one-bladed hovering helicopter with a tip Mach pumber of 0.65. In
general, a simple pulse is produced for each blade during one rotor revolution. The
dominant pulse characteristics are controlled by those parts of the rotor disk that
have the highest Mach number in the direction of the observer. For the in-plane
microphone positions, thickness noise dominates the pressure time history.

Thickness noise

The actual shape of the thickness noise source can be demonstrated by considering
the tip of a single rotating blade. Choosing a blade-fixed coordinate system and
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rewriting the third term of equation (1) for a far-field observer, we obtain

vt = 5 [ |tam). 45 @

The simplest way of describing this integration is to divide the tip section of the
blade into two chordwise panels. The first panel is composed of “sources” and the
second of “sinks,” as shown in figure 7 for a single-bladed rotor. The strength of
the source is equal to the mass flux of fluid being displaced by the blade section
as it moves through space. For the single source shown, the mass flux is equal to
povr, and is positive for the forward portion of the blade section. The sink is simply
the negative source and represents the mass flux of the fluid which is necessary to
represent the rear portion of the rotor-blade section. In these heuristic arguments, it
is important to remember that each singularity must travel a slightly different path
to the observer location and therefore will arrive at different retarded times.
One of the most interesting aspects of the evaluation of the thickness integral

/ / LRI 1”"”’54%1] dS(n)

is that the integrand is a function of ﬁﬁ—l—ﬂ/fsﬂ’ which depends upon the observer

location. The factor !T:lﬂ/-—’ﬂ represents the Doppler amplification of acoustic signals

and is a strong function of Mg, the Mach number of the moving source or sink in
the radiation direction. As shown in figure 8, for an observer in the disk plane My
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becomes a maximum when azimuthal angle 1 = 90°. Thus, we would expect the
thickness noise peak to originate near 1 = 90°.

Outer section of

the blade
@-—”’

Source fe———c———] Sink

Po¥n 1

Figure 7. Simple source and sink representation of blade thickness noise.
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Figure 8. Doppler amplification geometry. Rgp/r = 20; My = 0.8. (From
ref. 5.)

Now let’s sketch a graphical outline of the integration for the in-plane observer
located directly ahead of the rotor (fig. 9). First, consider the simple source

(povn = ®). Then [f [ml%ew]r dS(n) becomes as indicated in figure 9. Similarly,

the integral of the simple sink (pgvn = ©) becomes the same curve shifted (delayed)
in observer time csin/2Qr sec, where c is the rotor chord, €2 is the rotor rotational
rate, and 7 is the radial position. For a fixed observer at large distances from the
singularities (Rg/7r > 6),
csin

2Qr

tsource = tsink
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Figure 9. Doppler amplification of simple sources. (From ref. 5.)

Adding both the source and the sink at the correct observer time results in the upper
curve of figure 10. Although not explicitly shown, the above arguments depend upon
the correct evaluation of the retarded time equation t — 7 = R/¢g. The simple shift
in observer time causes the two sources not to cancel. Taking the derivative with
respect to time yields the pulse shown on the lower half of figure 10. This is the major
mechanism of linear thickness noise and it is characterized by a large negative pulse.
In much of the early literature, the sign of the thickness pulse was often mistakenly
thought to be positive.

Adding many sources and sinks to accurately model the blade thickness distribu-
tion along the blade chord and radius does not change the basic shape of the radiated
acoustic thickness pulse. However, as the hovering tip Mach number My increases,
the amplitude of the negative thickness noise pulse increases quite rapidly. For
most hovering rotorcraft, these simple linear arguments work well below My = 0.85.
Above this value, flight data reveal that nonlinear effects begin to play a large role
in the in-plane acoustic radiation.

Steady-Force Noise

A similar set of heuristic arguments can be used to illustrate the noise produced
by rotating steady dipoles (forces). With the second term of equation (1) used as the
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Figure 10. Simple source and sink far-field acoustic pressures. (From ref. 5.)

mathematical basis for the arguments, an entirely different characteristic time history
is produced, as shown in figure 6 for steady in-plane drag and out-of-plane thrust
forces. Both pulse shapes are basically asymmetrical in character, very different than
the nearly symmetrical thickness noise pulse. In the plane of the rotor, the acoustic
pulse amplitude is controlled by the in-plane drag of the rotor. For typical hovering
rotorcraft tip Mach numbers, the in-plane peak amplitude is about the same level
as the negative peak of the symmetrical thickness noise pulse. However, noise due
to steady in-plane drag decreases as the observer moves above or below the tip-path
plane of the rotor. Noise produced by the steady thrust of a hovering rotor also
has a similar asymmetrical character but does not radiate to an observer located
in the tip-path plane of the rotor (fig. 6). However, at observer positions above or
below the rotor tip-path plane, steady thrust becomes the dominant contributor to
the measured noise while the contribution of blade thickness is lessened. Below the
rotor tip-path plane, the noise due to steady thrust and drag tends to be additive
in phase. Above the rotor, noise due to steady thrust changes sign and tends to
cancel the in-plane drag radiation. At the on-axis positions, the distance between
any rotating source and the observer is a constant R. It follows that My, the Mach
number of the source in the direction of the observer, is also constant. Therefore, for
steady forces, all the terms under the integrals in the second term of equation (1) are
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constant. Consequently, no acoustic radiation is predicted for the on-axis positions
depicted in figure 6.

Another important feature of all these pulse shapes is their relatively smooth
time history. They represent the summation of steady-source terms amplified by
their respective Doppler factors and summed at the correct retarded time. As long
as the tip Mach number of the rotating source remains < 0.7, no sharp impulses are
expected. If a Fourier analysis is applied to the resulting time history, a sequence
of Fourier series coeflicients are generated that rapidly decrease in amplitude with
increasing harmonic number, as illustrated in figure 6. Because the noise-generating
mechanism is periodic, the amplitude of the power spectrum pulse is independent
of the analysis bandwidth. If the rotorcraft has B blades instead of just the single
blade considered so far, B equally spaced pulses would result. In the frequency
domain, the fundamental frequency of the rotor noise would now become B times
the fundamental rotation rate of the rotor.

These very simple arguments explain the physical origins of the low-frequency
harmonic noise of most rotorcraft and propeller-driven vehicles. Analytical expres-
sions describing this phenomenon were first developed over 40 years ago by Gutin
(vef. 13) using equation (3) in a fixed-space reference frame. For ease in analytical
calculations, the thrust and drag (torque) of the rotor were assumed to act along a
radial distribution of points, as depicted in figure 4. For an observer in the far field,
the expression for the acoustic pressure of the mBth harmonic becomes

, _ mBQ /R _dT ﬂgl_)) (mBQ . >
me-———————27rco§R0 A = cosa+Qr o JImB o rsino ) dr  (5a)

where

Jn(X) Bessel function of the first kind of order n and
argument X

m harmonic number

B. number of equally spaced rotor blades

r rotor radial position

R rotor radius

Q rotor rotational rate

c undisturbed speed of sound

Ro distance between the rotor hub and the observer

%%, %lrz radial distribution of thrust and drag of the rotor

o elevation angle of observer with respect to the rotor

plane (see fig. 4)

Gutin further simplified his analysis by assuming that the loading could be
concentrated at a point of effective action along the rotor radius r.. Integrating
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equation (5a), his expression for the root-mean-square (rms) acoustic pressure
becomes

;  _ mBQ B coDe) (mBQ . )
PB = 2 Tome VancoRe ( Tecoso + e ImB o Tesing (5b)

where ¢ is the effective point of action of the thrust and torque and T, and D, are
the total thrust and drag of the rotor. Gutin found that for low orders of harmonics,
choosing 7. =~ 0.8R yielded good results.

The radiation effectiveness of these steady noise sources increases dramatically
when the tip Mach number of the rotor is raised toward 1.0. As we shall see later,
the resulting noise becomes distinct and sharp in the time domain, causing a slow
or nearly nonexistent roll-off in the harmonic character of the radiated noise.

Unsteady-Force Noise

Another important source of rotorcraft noise is the unsteady rotor-blade forces.
These forces can occur in both axial and nonaxial flight and can be very efficient
sources of radiated noise. They can be divided into two classes: those unsteady forces
which are periodic in nature and are fundamentally related to the aerodynamic events
associated with the periodic flow states of the rotor, and those unsteady forces which
are not periodic in nature. In the latter case, the aerodynamic events are random,
causing random forces and a type of broadband noise radiation.

Unsteady periodic forces usually abound on the modern rotorcraft and are
efficient generators of harmonic noise. Unsteady-harmonic-force noise can be further
subdivided according to its inherent frequency content: low-frequency harmonic noise
is due to low-frequency aerodynamic events, and high-frequency harmonic noise is
due to near-impulsive but periodic aerodynamic events.

Low-frequency harmonic noise radiation is a result of low-frequency harmonic
variations in the lift and drag of each rotor blade as it traverses the rotor disk.
Figure 11 graphically illustrates noise for one blade of a hovering rotor and, for
simplicity, depicts the contribution of lift at one radial location to the radiated noise.
The smoothly varying loading shown can occur in hover to some degree. Fuselage
interference, nonuniform downwash (or upwash), wind, and cyclic (first-harmonic)
control piloting input all create low-frequency loading harmonics in near hovering
flight. As with steady forces, the distributed noise sources are Doppler shifted, the
result being that much of the energy of the unsteady periodic forces is strengthened
in the same direction as the movement of the source. As illustrated in figure 11, for
an observer 15° under the disk plane the acoustic waveform exhibits features that
are spread out over the period, an indication that unsteady forces can contribute
to the noise at all azimuthal positions. Also, on the axis of rotation the unsteady
forces now radiate noise. Even though the radial source point is at the same distance
from the observer, the time-varying nature of the resulting unsteady forces generates
radiated noise on the rotor axis. When viewed in the frequency domain, these low-
frequency acoustic phenomena appear as additional harmonics of noise. Instead of
falling off rapidly, the harmonics now fall off more slowly and obey no real pattern,
as illustrated in figure 11.
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Figure 11. Relative contributions of low-frequency unsteady loading to
helicopter rotor noise.

Forward-Flight Harmonic Noise g

The aeromechanics of a rotor in nonaxial flight are quite complicated and are the
subject of much research. As shown in figure 12, there is a basic asymmetry in the
velocity field of a rotor blade in forward flight. At ¥ = 90°, the helicopter forward
velocity adds to the relative velocity over the blade due to the rotor-blade rotation,
while on the retreating side (¢ = 270°) the helicopter forward velocity reduces the
relative velocity. If a perfectly rigid rotor blade were fixed to the rotor hub and if the
blade pitch angle were not changed as a function of 4, uncontrolled rolling moments
would be produced by the differences in lift due to this velocity asymmetry.

The modern rotorcraft has flexible rotor blades and may or may not have flapping
hinges that allow the rotor blades to flap in response to moments about the rotor hub.
Blade flapping in response to the unbalanced rolling moments due to the velocity
asymmetry of forward flight alters the local effective angle of attack of each blade
section. In general, reductions in blade angle of attack occur on the advancing side of
the disk and increases in angle of attack occur on the retreating side. These changes
in effective angle of attack cause a reduction in lift on the advancing side of the disk
and an increase in lift on the retreating side. When integrated in 1 and along the
blade span, these changes in blade lift help reduce the unbalanced rolling moment.
In addition, simple (first-harmonic) cyclic control is normally used to help balance
moments about the rotor hub and to control the rotor orientation in space.
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Figure 12. In-plane velocity asymmetry for rotor in nonazial forward flight.

All these effects and others not discussed in this simple description of rotor control
alter and influence the local aerodynamic force field of a rotor in nonaxial flight. The
net effect is to produce a complex periodic distribution of rotor air loads, an example
of which is shown in figure 13. These unsteady periodic blade forces are rich in low-
frequency harmonics. Depending upon the particular flight condition, the forces can
also contain high-frequency (impulsive) air loads.
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Figure 18. Air loads of rotor in forward flight. (From ref. 17.)

Low-Frequency Noise—Thickness and Force

The predominant mechanisms of low-frequency harmonic noise for a helicopter
in forward flight are quite similar to those in hover. However, the geometry of
the moving rotor affects the Doppler factors, the retarded-time equation, and the
velocity field that the blade experiences, and must be accounted for in equation (1).
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For thickness noise, the primary governing parameters are the blade thickness
distribution and the advancing-tip Mach number Mpr = (U + QR) /¢y, where U is
the flight velocity. A symmetrical negative pulse shape is characteristic of this noise
source which is quite similar to the hovering thickness-noise pulse shapes previously
described.

Low-frequency harmonic force noise in forward flight is governed by the low-
frequency air loads on the rotor. As with thickness noise, changes in Doppler
factors and in the retarded time because of the rotorcraft nonaxial velocity must
be accounted for. There is no characteristic pulse shape for this source of harmonic
noise. The shape depends predominantly on the character of the harmonic air loads
of the rotor.

High-Speed Impulsive (HSI) Noise

As the advancing-tip Mach number of the helicopter approaches transonic values
(0.9), the negative peak of the forward-flight thickness-noise pulse shape grows
dramatically in amplitude and dominates the waveform time history in the plane
of the rotor. The negative pulse becomes quite narrow and impulsive in character,
radiating large amounts of in-plane acoustic energy. Further increases in advancing-
tip Mach number cause dramatic changes in waveform pulse shape and further
increase the harmonic content of the radiation noise. This extreme of thickness
noise is called high-speed impulsive (HSI) noise and is the dominant source of rotor
harmonic noise when it exists. HSI is discussed in some depth subsequently in this
chapter.

Blade-Vortex Interaction (BVI) Noise

Another source of high-frequency unsteady periodic loading noise is also one of
the most important sources of rotor radiated noise. This noise is due to impulsive
aerodynamic events that occur at deterministic locations around the rotor azimuth.
These impulsive events are most likely to occur when the rotor is in nonaxial
translation and the tip vortices from preceding blades interact with the following
blades. A very simple sketch of this phenomenon is depicted in figure 14. A
sudden impulse is produced near the leading edge of the rotor and generates an
impulsive noise that radiates away from the rotor. This impulsive event contains
many harmonics of radiated noise and is considered by many people to be the major
source of annoyance for rotorcraft.

The qualitative characteristics of blade-vortex interaction (BVI) noise can be
shown with simple two-dimensional heuristic arguments. The arguments are pre-
sented in the time domain so that acoustic events can be ordered in azimuth angle
1 and finally in observer time ¢ for a given microphone location. Consider the top
view of a two-bladed helicopter rotor at an advance ratio u of 0.145 (u = U/QR =
Forward velocity /Rotor-tip speed), which is shown in figure 15. The epicycloid-like
patterns were derived from a “free-wake” computer code (ref. 18).

We know from theoretical considerations that most of the radiated noise is
generated near the rotor tip. We also would expect BVI noise to occur when the
rotor blade (outer 20 to 30 percent) passes close to the trailing-tip vortices. As
shown in figure 15, there are seven possible BVI’s (labeled 1 to 7). The strength
of each interaction is governed by the local strength of the tip vortex, the core size
of the tip vortex, the local interaction angle of the blade and the vortex line, and
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Figure 14. Contribution of high-frequency airloads (impulsive events) to
helicopter rotor noise.

the vertical separation between the vortex and the blade. In general, the induced
velocity of the rotor disk tends to make the tip vortices pass under the rotor disk in
level, steady-state flight conditions for u = 0.145, as depicted in figure 16. However,
if the rotor operates in steady descending flight, then the positive inflow (upflow)
tends to force the epicycloid-type pattern into the rotor disk plane and causes strong
blade-vortex interactions.

The net result of such considerations is shown in figure 17 for the AH-1 helicopter.
A map of the regions where BVI encounters occur is shown as a function of the
helicopter rate of climb. Notice that for this helicopter, the seven possible BVI
encounters do not all occur at the same rate of climb and hence may not all radiate
noise under the same rotor operating conditions. Of these seven potential BVI
encounters, a few are known to radiate very strong impulsive noises. Consider
interactions 1 to 4, which are all on the advancing side of the rotor disk and occur
during descending flight. Interaction 3 in particular is an encounter in which the
blade and the vortex are almost parallel during the interaction and is known to be
a major source of BVI noise. In this case, simple two-dimensional arguments can be
used to estimate the correct shape of the advancing-blade acoustic pulse (fig. 18).
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Figure 15. Blade-vortezr intersections during partial-power descent. (From
ref. 18.)
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Figure 19. Changes in angle of attack o; and section lift L; due to two-
dimensional BVI. (From ref. 18.)

A sketch of a possible angle-of-attack time history as the vortex passes near
the airfoil is shown in the upper part of figure 19. The time scale shown has
been stretched so that the character of the radiated noise can be illustrated. For
incompressible flow, this will result in a net positive lift versus time on the rotor,
which is shown on the lower part of figure 19. In these simple two-dimensional
arguments, the entire blade is assumed to feel the presence of the changing angle of
attack. The resulting time-varying force field is impulsive in nature. The radiated
noise is given by the second term of equation (1),

70 =~555; /[ [ i, 5 ©

With the entire blade treated as a single radiating body (an acoustically compact
body) and radiation to the far field, this expression can be rewritten as (ref. 11)
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HO0 3o (R vl @
where
Pijn; ~ ALft - R = AL cos¢
AL local sectional lift of a blade
¢ angle between the surface normal in the

direction of the force on the fluid and a line
from the point of the applied force to the
observer (see fig. 20)

Equation (7) plus the lift time history govern the shape of the BVI noise. Similar
to the case for thickness noise, the Doppler amplification alters the magnitude of the
radiation force field, but not the basic character. Thus, the shape of the radiated
acoustic pressure becomes that shown in figure 21.

Observer

Figure 20. Geometry for far-field observer. (From ref. 5.)

Peaks occur at
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N :

Figure 21. Acoustic pressure signature of advancing BVI.

The net effect of BVI disturbances on the advancing side of the rotor disk is
acoustic radiation of a sequence of predominantly positive spikes similar to that of
figure 21. These near discontinuities are of varying strengths and occur between
¥ = 0° and 9 = 90°. For the observer in the far field, these positive-pressure
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impulses will generally arrive before the large negative thickness noise pulse, which
forms near ¢ = 90°. Notice that the acoustic radiation decreases as the observer
approaches the plane of the rotor disk (i.e., cos{ — 0).

Now consider the BVI on the retreating side of the rotor disk (interactions 5
to 7). Again, using our simplified two-dimensional qualitative model, we have the
geometry in figure 22.

Ur
Qg
N e e
f IR~ Usina
r O Retreating blade

Figure 22. Geometry for BVI on retreating side of rotor disk. (From ref. 18.)

For retreating BVI, the sign of the approaching vortex is opposite to that for
BVI on the advancing side. Therefore, by similar arguments, the net effect is a
predominantly negative radiated acoustic signature for each BVI on the retreating
side, as shown in figure 23. The time of arrival of most of the negative pressure pulses
is different than that of the positive BVI pulses. For the two-bladed-rotor epicycloid
pattern shown in figure 15, the far-field observer will see retreating BVI’s 6 and
7 occur later in time than the thickness noise pulse. As these simple arguments
demonstrate, both the sign and the timing of the acoustic pulses can often help
isolate the origins of the radiated impulsive noise. Obviously, these simple qualitative
arguments do not tell us many of the more interesting details. However, they do help
us interpret measured impulsive noise acoustic data.

These sharp acoustic events of BVI and HSI noise are subjectively quite loud
and tend to set the noise acceptance of this class of vehicles. When viewed in the
frequency domain, many harmonics of periodic noise are present that can be equal
to or greater than the amplitude of the fundamental.

Broadband Noise

There is another class of noise associated with rotorcraft that is more “broadband”
in nature and as such is labeled “broadband noise.” It can be one of the important
contributors to the subjective assessment of rotor annoyance in situations where
impulsive noise is notably absent. A variety of mechanisms are responsible for
generating broadband noise. All the mechanisms have the common characteristic
of tending to generate continuous acoustic spectra. These spectra result when the
rotor blades interact with the turbulent inflow to the rotor arising because of rotor-
blade wakes, blade boundary layers, or the ambient atmospheric turbulence in which
the rotor operates. Figure 24 (ref. 19) lists the sources of broadband noise as blade
self-noise sources and turbulence-ingestion noise sources.

Turbulence-ingestion noise is a form of broadband noise because the unsteady
pressure fluctuations are randomly distributed in time and location. This noise
is generated when blades interact with atmospheric turbulence and is somewhat
similar to the noise measured on propellers (as discussed in another chapter). At
low frequencies which are due to large turbulence eddies, stretching the eddies as
they are ingested into a hovering rotor can form them into long shapes which are cut
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Figure 23. Angle-of-attack, lift, and acoustic pressure time histories of
retreating BVI.

several times by the rotor blades, each cut creating a small-time-duration, impulsive
event, as shown schematically in figure 25. These stretched eddies are cut at various
random stations throughout the disk. As each stretched eddy is cut a number of
different times in some nearby locations, the broadband signal displays humps at
blade-passage frequencies and harmonics, and this chopping of the eddies creates a
“peak-valley” shaped spectrum (ref. 20). The longer and more stretched out an eddy
is, the more times it is cut at a similar location in the disk and the narrower the
peak of the noise associated with it. However, except near hover, this elongation of
large eddies is weak and gives a peak-valley spectrum shape only at low harmonics.
At higher frequencies, the small size of the eddies does not enable each eddy to be
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Figure 24. Categorization of helicopter rotor broadband noise. (Based on
ref. 19.)

cut more than one time, and thus the broadband noise signal becomes quite smooth,
as illustrated in figure 25.

The whooshing sound of rotors is governed by the higher frequency part of the
turbulence-ingestion noise and blade self-noise generation. It is most noticeable on
helicopters or propellers during start-up or shutdown in the near acoustic field. A
shed wake system, consisting mostly of shed vorticity, induces a changing force field
on the rotor that swishes through the air. This sound is thought to be important
only when all other sources of noise are mitigated, or at very low tip Mach numbers
atypical of normal rotorcraft flight.

Because of the number of sources present, the dominant contributors to particular
portions of a rotor spectrum are a matter of controversy. Identifying noise as
being discrete or broadband often can depend upon the researcher’s viewpoint and
how the data are processed and interpreted. This can make the identification and
quantification of the noise through measurement very difficult, even if the conditions
under which the noise is taken are almost ideal. As previously discussed, a typical
narrow-band plot may or may not include a burst of tone-like noise which, on the
average, may not be periodic but random in nature. The plot will have a tone-like
character at the lower frequencies and become broadband at higher frequencies.
However, small changes in rotor speed (ref. 6), rotor and wake unsteadiness,
unsteadiness in microphone-to-source distances, and changing Doppler effects also
cause discrete noise to appear broadband in character at higher frequencies. Thus,
it is quite possible to measure what might look like a broadband noise spectrum of
a basically periodic phenomenon. Many such interpretations of full-scale flight data
were made in this manner in the past.

More recent research under carefully controlled conditions has clarified the
problem (ref. 21). New measurement methods use narrow-band spectral analysis
and supplementary diagnostics to more clearly distinguish between truly broadband
noise sources and randomized periodic noise sources.
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Figure 25. Origins of turbulence-ingestion noise.

Some Measured Data

Hover

One of the most difficult tasks in rotorcraft acoustics is to measure the radiated
noise under carefully controlled conditions. Although it is relatively easy to measure
rotorcraft noise, it is much more demanding to specify or carefully control all the
parameters that can affect the radiated noise during the measurement process. For
example, most sources of noise are affected by the aerodynamic state of the rotors.
This in turn is controlled by the performance of the rotor in or out of ground
effect, the pilot’s ability to hold a steady hover, and atmospheric turbulence. In
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addition, the proximity of the ground, type of ground vegetation, and ambient wind
and temperature effects also can distort the measured acoustic signal. Controlling
all these parameters on a full-scale helicopter has proven to be almost impossible,
although several very clever, near-perfect experiments have been attempted (refs. 22
and 23).

One particularly intriguing and illustrative experimental arrangement is shown
in figure 26 for an OH-6A helicopter in simulated hovering flight (ref. 24). The
complete helicopter was mounted on a specially developed quiet test rig that allowed
the main rotor, tail rotor, and engine to be run separately or together. The recording
microphone was in the acoustic far field, 7.6 main-rotor diameters dp, from the
rotor hub in the nearly in-plane position. The measured sound pressure level versus
frequency for the main rotor alone and for the complete helicopter are shown in
figures 27 and 28. As discussed previously, the low-frequency main-rotor harmonic
noise decreases rapidly with increasing harmonic number. Notice, too, that there are
many harmonics of the main rotor (over 50).

The hump in the curve in figure 27 above a frequency of 600 Hz is caused by a
ground reflection which reinforces and destroys the harmonic decay according to the
wavelength of the emission. The complete plot of OH-6A helicopter SPL versus fre-
quency is strongly influenced by tail-rotor harmonic noise, as shown in figure 28. The
higher tail-rotor rotational rate causes higher frequency tones and multiples thereof
which dominate the spectrum at frequencies above 100 Hz. This particular set of
data is typical of rotorcraft with a hovering tip Mach number My of about 0.6. At
higher values of M, the SPL falls off less rapidly with harmonic number. It is also
worthwhile to note that the data shown here were taken under ideal conditions. The
rotor speed was held precisely at the desired value, the helicopter was fixed in space,

j 30°

Top view

200 ft
(7.6dm:)
Side view \E(
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O A
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Figure 26. Microphone height and location relative to OH-6A test helicopter
mounted on special test rig. (From ref. 24.)
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Figure 27. Narrow-band spectrum plot for OH-6A helicopter—main rotor only
(4-bladed). (From ref. 24.)
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Figure 28. Narrow-band spectrum plot for complete OH-6A helicopter in
simulated hover. (From ref. 24.)
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and data were taken only under “no wind” conditions. If any of these parameters
were allowed to vary, then the periodicity of the event might appear to change.
This, in turn, would have the effect of broadening the discrete harmonic spectrum
into a more broadband spectrum, especially at higher frequencies. Therefore, the
same data taken on a real hovering helicopter might appear to have only very low-
frequency harmonic noise with a more broadband character at higher frequencies.
Nevertheless, the low-frequency harmonic character of the radiated acoustic field is
typical of almost all rotorcraft. As discussed, blade thickness and steady forces cause
most of this low-frequency noise to radiate to the acoustic far field.

Forward Flight

Rotorcraft impulsive noise has also been very carefully measured in some bench-
mark experiments (refs. 25 and 26). Data have been taken with an in-flight measure-
ment technique whereby the measurement microphone is flown in formation with the
subject helicopter, as shown in figure 29. The major advantages of gathering data
in this manner are (1) no ground reflections, (2) long and steady data samples, and
(3) helicopter flight conditions and directivity profiles which are easily explored. A
relatively quiet aircraft was chosen as the measurement platform to keep the back-
ground noise beneath the signal level of the helicopter. Fortunately, the impulsive
noise signal levels of most rotorcraft are quite large, a fact which makes this an ex-
cellent data-gathering method for this type of noise. The data shown in figures 30 to
36 were measured on the UH-1H helicopter, which is known to radiate BVI impulsive
noise and HSI noise.

The helicopter flight conditions which were investigated for the UH-1H helicopter
are shown in figure 30. High-speed impulsive noise was measured in high-speed for-
ward flight, and BVI impulsive noise was measured in moderate-speed forward but
descending flight. Also illustrated in figure 30 are contours of BVI noise as heard
in the helicopter cabin. In early experiments, it was thought that noise which was

Fixed
distance

Fixed rates of descent and

Measurement forward velocities

aircraft

Figure 29. Technique for in-flight acoustic measurement. (From ref. 5.)
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Figure 31. Composite illustration showing dominant UH-1H acoustic wave-
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heard in the cabin of the helicopter was a good indicator of when BVI impulsive noise
was being radiated to the acoustic far field. This in-flight measurement technique
confirmed that BVI noise is radiated when it is heard in the cabin. However, the
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Figure 32. Averaged acoustic signature of UH-1H impulsive noise for 1/2
revolution versus forward airspeed and rate of descent. (From ref. 5.)

technique also showed that BVI noise can radiate in other directions and, because
of geometry, cannot be heard in the cabin. Therefore, if a pilot were to fly so as to
minimize the cabin impulsive noise, he might still be radiating BVI noise to ground
observers.

It was generally observed from the measured data that the far-field acoustic
waveform radiated by each blade was composed of multiple pulses. As many as
three distinct pressure disturbances could be repetitively identified in the acoustic
waveform. For identification of this waveform structure, an idealized composite
drawing of the acoustic waveform showing this multipulse composition is presented
in figure 31. This figure illustrates peak pressure amplitude of the acoustic signature
versus one half revolution (one blade passage) in time, with time increasing from left
to right. The peak pressure amplitude scale used here is an absolute scale measured
in dynes per square centimeter. On this scale, a sinusoidal-shaped waveform with a
peak pressure amplitude of 512 dynes/cm? would exhibit a root-mean-square (rms)
SPL of 124 dB.
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Figure 33. Longitudinal acoustic directivity for UH-1H in level flight at
115 knots IAS. B =0°. (From ref. 5.)

The composite waveform model illustrates three predominant pressure charac-
teristics observed in the data. They are shown in the same relative sequence and
approximate pulse width that are characteristic of the measured data. Typically, the
sequence begins with one or two successive positive increases in pressure (“triangu-
lar” pulse shape in fig. 31). These positive-pressure peaks are followed by a large,
near-triangular negative-pressure pulse. At high advance ratios and high advancing-
tip Mach numbers, the negative-pressure pulse increases in amplitude more slowly
than its subsequent rapid positive pulse, and the waveform is represented more by
a sawtooth, or half-triangular, pulse. Finally, an extremely narrow positive-pressure
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IAS. a ="T7°. (From ref. 5.)

spike sometimes follows immediately after or as a result of the extremely rapid
increase in pressure.

With the qualitative arguments presented at the beginning of this chapter, it is
possible to trace the origins of the noise. As indicated in figure 31, the negative pulse
is associated with thickness effects. It occurs in source coordinates at about ¥ =~ 90°.
The initial positive pulses are a direct result of blade-tip—vortex interaction on the
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advancing side of the rotor disk. As we have shown, they occur before the thickness-
noise impulse (at ¢ & 0° to 90°). The subsequent rapid decrease in pressure is really
just a manifestation of intense thickness noise. It occurs when the thickness noise
(and its associated aerodynamics) is so large that local shocks on the blade radiate
to the far field. In this latter case, nonlinear terms need to be added to the simple
linear calculations to predict the acoustic far field.

In-Plane Noise

Figure 32 presents a performance matrix of measured in-plane acoustic data at an
indicated airspeed (IAS) of 80 to 115 knots and rates of descent of 0 to 800 ft/min.
To show the data trends more clearly, the acoustic waveforms for each condition were
averaged 128 times. The resulting acoustic waveforms, corresponding to one blade
passage, were recorded at a nominal hub-to-microphone separation distance of 95 ft,
with the microphone positioned directly ahead of the helicopter and nearly within
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the plane of the rotor tips (a = 0°). Each of the acoustic time histories has the same
amplitude scale, shown with the upper right waveform in figure 32.

The peak amplitude of the large negative-pressure pulse is strongly dependent
upon the forward speed of the helicopter. (The advancing-tip Mach number M
is the important governing nondimensional parameter.) Although the width of the
negative pulse appears to decrease slightly with increasing speed, no consistent trends
in amplitude or pulse width could be deduced with changes in descent rate. 1t is
interesting to note that under level-flight conditions at all airspeeds, no impulsive
noise was heard in the cabin, an indication that, for all flight conditions tested, the
pilot was unaware that the helicopter was radiating that part of the impulsive noise
waveform associated with the negative-pressure peak.

At the high forward speed of 115 knots, the large negative-pressure peak, when
measured nearly in-plane, is followed by a positive-pressure pulse which varies from
blade to blade. This extremely rapid rise in pressure documented herein was so
intense that it was heard directly in the cockpit of the measuring aircraft over and
above the aircraft’s own internal noise levels. However, no apparent blade slap was
heard in the cabin of the helicopter at any IAS above 100 knots, regardless of rate
of descent. To the pilot of the helicopter, a moderate increase in vibration level
was the only noticeable effect, even though the UH-1H was radiating tremendous
amounts of acoustic energy. Blade slap was heard in the cabin under partial-
power descents at forward speeds below 100 knots. Blade slap appeared to be most
intense within the helicopter cabin at about 80 knots IAS at a rate of descent of
400 ft/min. The occurrence of this cabin noise correlates with the positive-pressure
pulses which precede the large negative-pressure pulse on the acoustic waveforms. As
discussed previously, these positive-pressure pulses are sensitive to rates of descent
and resulting rotor-wake geometry, thus confirming that these pulses are a direct
result of blade-tip—vortex interaction.

Directivity

Directivity profiles of the UH-1H impulsive noise at an IAS of 115 knots and
a rate of descent of 0 ft/min are presented for a sweep of microphone positions in
figures 33 and 34. The longitudinal angle a was measured from a line drawn between
the rotor hub and the microphone to the rotor-tip-path plane, and the lateral angle 5
was measured from the line between the hub and microphone to the forward-velocity
vector. In this high-speed level flight condition, the measured acoustic pulse consists
of a large-amplitude negative pressure followed by a rapidly increasing positive-
pressure pulse. The negative-pressure peak is predominantly caused by transonic
thickness effects. In the longitudinal plane (fig. 33) the pulse reaches its maximum
level near the in-plane positions of the rotor disk but decreases rapidly to roughly
half this amplitude at o = 13° and continues to decrease uniformly with increasing
« until it is hardly discernible above background noise levels at o = 44°. In the
lateral plane, the negative-pressure pulse decays less rapidly in plane than out of
plane as f is increased. The pulse is approximately half amplitude at 8 = 53° and
is still discernible to the side of the helicopter (8 = 72°). Although the helicopter
pilot cannot hear any blade slap noise associated with the negative-pressure pulse,
an observer who is generally in the path of an approaching helicopter, in regions that
are effectively in the helicopter’s tip-path plane, will hear impulsive noise caused by
transonic thickness effects.
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The extremely sharp positive-pressure pulse which follows the large negative-
pressure pulse exists in a narrow angular region near and above the rotor-tip-path
plane directly ahead of the helicopter. This sharp, near discontinuous pulse is
attributable to weak radiating shock waves emanating from each rotor blade and
is responsible for very intense radiated noise annoyance levels.

Blade-Vortex Interaction (BVI) Noise

As shown in figure 32, blade-vortex interaction (BVI) impulsive noise, sometimes
called blade slap, is a strong function of rate of descent. Since this noise is
predominantly due to rapid variations in lift, it will be increased relative to thickness
noise at microphone locations which are not in-plane. Directivity profiles of BVI
noise show this predominantly dipole (force) noise to be a maximum ahead of the
helicopter at 30° to 45° under the rotor-tip-path plane. Laterally, BVI amplitudes
and pulse shapes are a strong function of advance ratio, depending critically on
the alignment geometry of the interaction between the blade and previously shed
tip vortices (refs. 27 and 28). Positive-pressure pulses which originate on the
advancing blade radiate forward, while negative-pressure pulses which originate
on the retreating blade tend to radiate rearward. Figure 35 presents unaveraged
signatures for a matrix of flight conditions for a microphone located ahead of
the helicopter and approximately 30° beneath the rotor-tip-path plane. The wide
negative-pressure pulse is indicative of high-speed impulsive (HSI) noise, and the
predominantly positive-pressure pulses depict impulsive noise resulting from blade-
tip—vortex interactions originating on the advancing side of the rotor disk. As shown
in the sequence of large positive-pressure pulses, BVI noise plays a larger role than
HSI noise in the UH-1H helicopter at this 30° down position. As discussed previously,
rate of descent and forward airspeed have a large effect on the character of the BVI
pulse that is generated.

This dominance of BVI noise can be seen most easily by isolating and expanding
a typical BVI pulse at the o = 30° microphone position. The data were gathered
using the in-flight measurement technique with a “quiet” YO-3A aircraft as the
measurement platform. As shown in figure 36, BVI noise, high-speed compressibility
noise, and tail-rotor noise are all identifiable for one characteristic period of data.

It can be shown that the distribution of energy in each pulse into harmonic
levels is primarily determined by the character of each repeated pulse. The power
spectral density of a typical pulse is the envelope of the power spectrum of that same
pulse repeated at the characteristic periodic interval. With this reasoning, the first
half-period of the pulse is plotted in the lower left of figure 36. The corresponding
power spectrum (5-Hz bandwidth) is shown in the lower right of the same figure.
Sound power from BVI, high-speed compressibility main- and tail-rotor noise, and
broadband noise for half a rotor period are all included. The noise floor of the high-
frequency data (> 2500 Hz) is set by the signal-to-noise ratio of the tape recorder.

Because BVI noise is only dominant over a narrow portion of the time history
shown in figure 36, it is possible to improve the signal-to-noise ratio of the BVI
phenomenon and look at the more general characteristics of a typical BVI pulse
shape by “time windowing” the measured pulse (ref. 26). The data were time
windowed in figure 37(a) by setting the measured pulse equal to zero everywhere
except during that part of the half-period dominated by advancing-blade impulsive

102



Rotor Noise

noise. In essence, much of the power contributed from broadband and tail-rotor
noise sources has been eliminated, thus improving the signal-to-noise level of the
impulsive noise. The lobed character of the resulting frequency spectrum is typical
of a multi-impulsive event without discontinuous first derivatives. (See also ref. 29.)
It is also noteworthy that the largest sound pressure levels of this impulsive event
are in the 200- to 750-Hz range.
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Figure 37. Time windowing of impulsive noise. (From ref. 26.)

The frequency content of BVI with the large negative thickness pulse removed is
shown in figure 37(b). It is apparent that the only difference between this spectrum
and the previous one (fig. 36) is in the very low-frequency range of 0 to 100 Hz. This
difference represents the energy content of the high-speed compressibility noise.

Finally, when all but the largest BVI is nulled, a definite change in power spectrum
results (fig. 37(c)). The many-lobed character of the spectrum has disappeared,
replaced by a wide, smooth-lobed curve with noticeably less energy in the 200- to
750-Hz range. This result shows that much of the BVI energy in the 200- to 750-Hz
range is a result of the multipulse character of the impulse.

All the impulsive noise data presented here were taken on the UH-1H two-bladed
helicopter. Its relatively high hovering rotor-tip Mach number (Myp = 0.73) is
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responsible for the clean, high-level impulsive signals shown. The data, however, are
quite typical of the more modern helicopter of today, although the level of the pulses
and the regions where they occur can be quite different. The increasing importance of
high-speed flight has forced the hovering tip Mach number lower to avoid high-speed
compressibility problems on the advancing blade. Four or more rotor blades are
common on modern configurations to reduce the operational loads. A typical time
history of a 1980’s four-bladed helicopter that is radiating impulsive noise is shown
in figure 38 for a near in-plane microphone. High-speed compressibility (thickness)
and blade-vortex interaction (BVI) noise are clearly identifiable. It is also apparent
that the pulse patterns exhibit more variability from pulse to pulse, a characteristic
of the more modern rotorcraft.
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Figure 38. Acoustic signature of modern four-bladed helicopter. (Based on

ref. 5.)

Broadband Noise

A typical spectrum for broadband noise is more difficult to generalize than for
periodic noise. Besides the difficulty of truly separating out the periodic noise from
the broadband noise, there are a large number of noise mechanisms on rotors which
can be important in different parts of the acoustic frequency spectrum. These
aeroacoustic source mechanisms depend upon rotor operating parameters, rotor size,
and aerodynamic inflow to the rotor. They are due to various aeroacoustic effects,
including boundary layers, separated flow, inflow turbulence, and nonuniform inflow.
On full-scale rotors, these broadband noise sources usually become important when
other impulsive periodic noise sources are absent, and then only in the mid- and
high-frequency ranges.

A typical spectrum for a 2/5-scale model BO-105 rotor tested in the Duits-
Nederlandse Windtunnel (DNW) aeroacoustic wind tunnel is shown in figure 39
(ref. 21) for a microphone located on the axis of the rotor in the acoustic far field.
Although the data are not taken on a full-scale helicopter, they are of high quality
and clearly show broadband noise. For this microphone position, noise due to
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steady loading is theoretically absent from the spectrum. The importance of the
rotor operating state is clearly shown in the overall broadband noise levels at mid
frequencies. Operating the rotor under flight conditions of mild descent increases
noise levels, while pushing the rotor-wake system away from the helicopter in climbing
flight does the opposite. This mid-frequency broadband noise has recently been called
blade-wake interaction noise and is thought to be due to the turbulence associated
with the rotor-wake system. It may also be due, in part, to the randomness of the
discrete rotor-wake system itself and therefore be a type of blade-vortex interaction
noise.

Loading

Blade-vortex interaction/higher harmonic loading
// Blade-wake interaction broadband noise
—{]] |— Self noise
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Figure 39. Typical overhead noise spectra of 2/5-scale BO-105 ;n‘odel rotor.
(Based on ref. 21.)

At higher frequencies, above 4 kHz full scale, the broadband levels are much
less dependent upon rotor inflow. Levels are also reduced as much as 40 dB
from the peak low-frequency levels. However, their subjective annoyance is greater
because of the sensitivity of the human ear to tones near 3 kHz. Fortunately,
at larger measurement distances, these high-frequency tones are dissipated quite
rapidly, leaving the predominantly low- and mid-frequency sources to control far-
field annoyance levels. ‘

The situation changes somewhat for the smaller rotors necessary for antitorque
control on single-rotor helicopters. Tail rotors have small chord-based Reynolds
numbers and can, under the right laminar flow conditions, induce a Karman-vortex-
like high-frequency shedding into the tail-rotor wake. This phenomenon also induces
unsteady periodic forces on each airfoil element, causing each element to radiate
high-frequency periodic noise. Because the frequency of the shedding phenomenon
is governed by the local Strouhal number of the flow, the resulting tail-rotor noise
consists of a distribution of tone-like noises. This normally very high-frequency noise
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has been successfully mitgated by tripping the blade-surface boundary layers from
laminar to turbulent flow (ref. 30.)

Scaling Rotor Noise

As mentioned previously, precise measurements of full-scale rotor noise sources
are difficult to obtain from flight tests. An alternative method of gathering acoustic
data uses the wind tunnel to simulate flight. In the wind tunnel, the rotor system can
be flown quite precisely under carefully controlled conditions with the microphones
rigidly fixed at known distances from the rotor. However, aside from the very large
wind tunnel at the NASA Ames National Full-Scale Aerodynamics Complex (NFAC),
there are very few wind tunnels where helicopter rotors can be tested at full scale.
In addition, it is usually necessary to be in the acoustic far field of the source of
interest for meaningful acoustic measurements. For low-frequency harmonic noise,
this requirement leads to hemispherical microphone measurements at distances of 3
to 6 rotor radii from the hub of the rotor—typically 75 to 150 ft for a 50-ft-diameter
rotor-—a feat difficult to achieve at all measurement locations, even in the NFAC.
It is also necessary to ensure that acoustic reflections from nearby surfaces, as well
as standing acoustic waves in the tunnel test section, are minimized so that the
source acoustic signal is not distorted. The perfect measurement space is said to be
“anechoic” (without echoes), although in reality this anechoic condition is seldom
achieved over the entire frequency spectrum. Anechoic conditions are especially
difficult to achieve for full-scale rotor systems that rotate slowly and radiate much
of their acoustic energy as low-frequency harmonic noise.

Wind tunnel testing of scale model rotors tends to mitigate the size and measure-
ment quality problems of full-scale rotors. Because the rotor diameter is smaller, it is
much easier to place the microphones in the acoustic far field. The smaller diameter
rotor must turn at a faster rate to duplicate full-scale aerodynamic events. This
raises the frequency content of the harmonic noise levels and makes a near-anechoic
space easier to achieve. For these reasons, much of the experimental noise research of
today uses scale model rotors which are tested in acoustically treated wind tunnels.
However, scale model testing is only valid if the acoustic phenomena of interest are
in fact duplicated at model scale. Because most of the external noise generated by
rotorcraft arises from aerodynamic source mechanisms, this implies that the local
aerodynamics of the model and the full-scale rotor systems must be the same. This
also implies that the structural dynamics of the rotor blades may also play a role in
the acoustic radiation of rotorcraft by causing changes in local blade aerodynamics.

Scaling Relationships

The conditions under which rotorcraft noise can be scaled are derived by following
the standard procedures of dimensional analysis (refs. 27 and 31). The scaling
objective is to rewrite the governing integral equation (eq. (1)) in nondimensional
form. To this end, the nondimensional parameters are defined below.
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Nondimensional time:
= m, observer time, where €2 is the rotational rate of the rotor
T T source time or retarded tim
Fo= e iy e
2 /Q’

Nondimensional geometry:

- Mach number:

M= cg’ Mach number of the flow over the blade in a blade-fixed
0

(rotating) coordinate system

Mp = %, rotational (hovering) tip Mach number of the blade in a

ground-based inertial coordinate system

1
m = Doppler factor

Pressure coefficient:

&(%,7) = P (¥, t)

, acoustic pressure coefficient
000

— 11 i
pij = U’ pressure coeflicient

With these definitions, equation (1) becomes
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where

=P 2_ P
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]
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t=7+4+ —M
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where X is the local surface slope of the rotor blade.

Equation (8) defines a nondimensional acoustic pressure coefficient at a measure-
ment point in terms of nondimensional parameters. Given unique values of all the
nondimensional parameters on the right-hand side of equation (8), a unique value of
c;(x, t) is ensured. However, it should be noted that other governing nondimensional
parameters are implicitly defined in this process.

This equation may be used to develop scaling procedures and rules for rotor
testing. Consider two different-sized but geometrically similar rotors of radius R,
one full scale and the second 1/ scale. Let the scale factor

= R

where the subscript m denotes model scale. The process of geometric scaling implies
that all lengths are scaled by ~:
T ="rm

In practical terms, this implies that all model dimensions are 7y times smaller than
full scale and measurement microphones should be positioned - times closer to the
hub center than full-scale geometric distances.

An important nondimensional parameter for acoustic scaling is rotational tip
Mach number Mr:

_ QR  QpRp

€0 Com

To hold rotational tip Mach number the same for model and full scale, the rotor-shaft
rotational rate must be adjusted so that

Mr

R ¢ cp
O = —— () = ym ()
™ BRm ¢ e
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A geometrical reduction to model scale by the scale factor « for the same speed of
sound must be offset by an increase of rotor-shaft rotational rate by the same factor.
Because nondimensional times must also be scaled,

1 1
tm = e and Tm = e U

A ™ Y €0,

Model-scale time decreases in relation to its full-scale counterpart.

Equation (8) also requires that the Mach number M of the aerodynamic flow field
be scaled. Considering the tip of the rotor and neglecting the spanwise flow along
the blade,

v U _QR+Usny

€0 <0

(A similar argument could be made at any blade radial station.) This equation
implies that the advance ratio p must be scaled, that is,

= My(1 + psinp) |

U _ Un _
F=9rR~ QnR. '™

Equation (8) also requires that Cp,; and Cq;; be scaled for both model and full scale.
This implies similarity in the aerodynamic flow field and scaling of rotor thrust along
the blade at each azimuthal angle. This requirement is approximated by maintaining
similar inflow through the rotor disk by means of similar tip-path-plane angles and
rotor thrust coefficients.

The preceding formulas state the necessary conditions for rotor scaling, They do
not, however, constitute sufficient conditions for all rotor acoustic scaling. This must
be done on a source-by-source basis. The validity of the scaling process has been
demonstrated for two specific types of rotorcraft noise: HSI noise and BVI impulsive
noise (refs. 27 and 31 to 34).

High-Speed Impulsive Noise

The fact that high-speed impulsive (HSI) noise is predominantly a noncompact
(sources and sinks do not completely cancel for an in-plane observer) high Mach
number (compressible) event would suggest that the noise generation process is
strongly controlled by Mach number. It also suggests that if the Mach numbers
of the model- and full-scale rotors were matched, small models could be made to
duplicate the full-scale acoustic phenomena. This fact was demonstrated in two
separate wind tunnel and in-flight experiments on both the UH-1H and the AH-1G
helicopter (refs. 31 and 32). The data were gathered in nearly anechoic wind tunnels
using 1/7-scale models at similar nondimensional distances from the noise source.
Full-scale data were obtained using the in-flight method previously described. As
illustrated in figure 40, comparisons of model data with full-scale data are quite
straightforward. There are no Doppler corrections and data records up to 1 minute
in duration are possible at steady-state flight conditions.

From nondimensional considerations, the acoustic pressure coefficient for HSI
noise is uniquely determined if the rotor, microphone geometry, time, rotor rotational
rate, and local Mach number are scaled. However, most acoustic data are not
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Figure 40. Equivalence between model- and full-scale acoustic testing. (From
ref. 81.) .

compared on a nondimensional basis. Instead, all pressures are normally referenced
to sea-level standard conditions where comparisons of pressure time histories are
made. For full-scale data taken at altitude, the reference pressure becomes

ps, (%1) _ ¢ (%1)

POgy, C%SL o ()C%

p, (f f) - POSLC%SL p/ (f i) — ?_OS_L pl (-)E f)
SL 9 poc% ] 0 )

For model-scale data, the reference pressure becomes

(pom)SL !

p’lmsL (3(—’ z) = (p—om)_pm(ia z)

Figure 41 presents model- and full-scale data teken under similar conditions.
(See following table for conditions.) The model-scale acoustic data were taken in

Rate of
Ur, descent,

Signature| knots ft/min " Cr Mar
1 71 0 0.163 0.0054 0.772
2 99 0 .244 814
3 120 0 270 84
4 146 400 .330 .885
5 153 1000 345 .896
6 72 0 .169 .769
7 96 0 .222 .807
8 118 0 T 276 .842
9 143 400 .330 . .878

10 150 1000 .348 .0053 .896
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Figure 41. Model- and full-scale acoustic pressures for in-plane microphone

the DNW anechoic wind tunnel and are of very high quality (refs. 32 and 35). The
in-flight acoustic data which are shown were taken with a specially designed quiet
aircraft. The pulse shapes for both the model- and the full-scale rotor have been
averaged for comparison purposes.

For completeness, all four governing nondimensional parameters were duplicated:

advancing-tip Mach number, advance ratio, thrust coefficient, and tip-path-plane
angle. Excellent agreement of amplitudes and pulse shapes is demonstrated over a
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wide range of advancing-tip Mach numbers. Also shown is the sensitivity of peak
sound pressure levels to advancing-tip Mach number. Advance ratio also plays an
important role by guaranteeing that the local Mach numbers of the model and of
the full-scale rotor are similar at all azimuth positions. Thrust coeflicient C7 and
tip-path-plane angle app have secondary influences at these in-plane microphone
positions (ref. 31).

Blade-Vortex Interaction Noise

Scaling BVI impulsive noise is a more difficult task. In addition to blade geometry,
nondimensional distances, advancing-tip Mach number, and advance ratio, it is
also imperative that rotor thrust coefficient and tip-path-plane angle be duplicated
(refs. 27 and 33). As shown previously, guaranteeing that advance ratio is matched
uniquely determines the in-plane geometry between the rotor blade and the tip-vortex
structure (fig. 15). Because advance ratio governs the large-scale BVI geometry, it
plays a key role in the acoustic radiation. When viewed from above, the rotor appears
to slice through the epicycloid pattern of previously shed tip vortices. The resulting
locus of interactions determines the number and strength of the BVI encounters and
thus strongly influences the radiated noise. Judicious matching of thrust coefficient
C7 and nondimensional inflow u(—a; + app) is necessary to duplicate the pressure
coefficients Cyp,; of the model- and full-scale experiments. For a geometrically scaled
rotor, the thrust coefficient governs the local angle of attack of the rotor blade
and thus the steady-pressure field. In addition, it affects the average strength of
the shed tip vortex and thus directly influences the unsteady-pressure field as well.
The nondimensional inflow also affects the magnitude of the unsteady pressures by
governing the vertical separation between the vortex and the rotor blade at the time
of an encounter. In a rigorous sense, this parameter should scale over the portion of
the rotor disk where BVI’s occur. However, it is often assumed that if the geometric
properties and Cp are scaled, an average value in space and time of the induced
angle ¢; at the rotor disk governs the interaction problem (a; =~ Cr/u). Therefore,
if Cr and p are duplicated in a model-scale test, the tip-path-plane angle (arpp)
becomes the fourth nondimensional test variable.

The most rigorous test of the scalability of impulsive noise is the most direct:
simply compare the character of the model- and full-scale acoustic time histories
on a one-to-one basis. In addition to being a straightforward comparison, it is also
helpful in identifying the occurrences of BVI’s in the acoustic signatures. This phe-
nomenological approach is illustrated in figure 42 for the AH-1S helicopter for a mi-
crophone located approximately 30° beneath the plane of the rotor tips (ref. 27).
At this microphone position, BVI noise is known to be near its peak intensity,
while HSI noise is reduced from its large value near the plane of the rotor disk.
In the left side of figure 42, averaged and unaveraged measured acoustic time his-
tories are shown for one rotor revolution as measured with the full-scale, in-flight
technique. The helicopter and measurement aircraft were flown in formation at
a 60-knot IAS partial-power descent (400 ft/min), a condition known to produce
strong BVT noise. Because the measured full-scale BVI time histories were quite un-
steady, two unaveraged waveforms are shown which typify maximum- and minimum-
intensity BVI events. The four important nondimensional scaling parameters are
listed. At this 30° microphone position, both the BVI noise and HSI noise are dis-
cernible. During advancing-blade—vortex interaction, a sequence of narrow, small
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negative and large positive spikes occur in the waveform -just before the broader
negative-pressure pulse. Scale model data (unaveraged and averaged) taken under
similar nondimensional conditions are shown in the right side of the figure. Only one
unaveraged waveform is shown because the measured model-scale BVI data were

quite steady.
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Figure 42. Unaveraged and averaged sound pressure time histories for one

rotor revolution. (From ref. 27.)
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The remarkable similarity in the details of the averaged pulse shapes for full-scale
(left side of fig. 42) and model-scale (right side of fig. 42) experiments is evident for
the advance ratio of 0.164. Scale model testing appears to faithfully reproduce the
BVI noise of a full-scale helicopter. A closer look at the time histories reveals that the
full-scale data have notably more narrow BVI peaks than those of the model-scale
data. This is probably related to the size of the interacting tip vortex, which is related
to viscous considerations only implicitly covered by these scaling relationships.

The problem becomes more apparent as advance ratio is increased in higher speed
flight. As shown in figure 43, the sharp BVI pattern remains for the full-scale data,
but a more broad, low-level pattern is generated for the model-scale data. It is
apparent that BVI noise does not scale at these higher advance ratios. Although not
conclusively proven, it is thought that local tip Reynolds number governs the size of
the shed-tip-vortex filament, which ultimately determines the pulse width patterns
of BVI noise. ‘
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Figure 43. Model-scale and full-scale acoustic data for p = 0.270. (From
ref. 27.)

The importance of Reynolds number and Strouhal number on aeroacoustic
problems is well-known. Reynolds number is the ratio of inertial to viscous forces that
classifies the aerodynamic regimes of laminar and turbulent flow. Strouhal number
characterizes the frequency of unsteady-vortex shedding from blunt bodies which is
itself a radiation of significant acoustic energy. Both nondimensional parameters are
important for the scaling of broadband noise radiation (ref. 19).

If rotor acoustic models are made too small, a variety of problems prevent
faithful acoustic scaling. Low tip Reynolds numbers cause poor representation of
the rotor-tip-vortex structure. The high frequency of the model data creates new
instrumentation challenges. In addition, it is quite difficult to represent the dynamic
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behavior of a full-scale rotor system at too small a scale. At the present time,
1/5-scale four-bladed models have become the industry standard. They are small
enough to fit in most anechoic wind tunnels and yet can be dynamically scaled to
the first order. However, to date no scaling results have been made to validate these
model-scale results. A lingering concern is the use of tapered tips on these model-
scale rotors. In such cases, the local tip Reynolds numbers become quite small and
may lead to different small-scale tip-vortex filaments than those measured on the
full-scale aircraft. If this observation is correct, then large-scale models may be
necessary to duplicate full-scale BVI impulsive noise.

Theoretical Developments and
Experimental Verification

Overview

A complete mathematical description of the sound generated by bodies in
arbitrary motion was developed by Ffowcs Williams and Hawkings in 1969 (ref. 9).
In essence, the basic mass and momentum equations of fluid mechanics are rewritten
in wave equation form with all other quantities treated as forcing functions of the
resulting integral equation. (See eq. (1).) This approach follows Lighthill’s approach
(ref. 36) of forcing the basic fluid mechanics equations into an “acoustic analogy.” It
is important to remember that this basic equation (with its many forms) is perfectly
general and is applicable to all fluid mechanics as well as acoustics. If the right-side
forcing functions are treated as known quantities, then equation (1) becomes much
simpler; it becomes a linear wave equation with known forcing functions. This latter
approach is followed in most aeroacoustic predictions of rotorcraft external noise and
was discussed previously in the section entitled Rotorcraft Noise Sources and Their
Physical Origins.

Many researchers have developed, in one form or another, valid theoretical
acoustic analogies to rotorcraft noise prediction. As discussed previously, the first
simple theoretical model of rotor noise was developed by Gutin (ref. 13), who
recognized that steady aerodynamic forces on a propeller act as acoustic dipole
sources (eq. (5)). Garrick and Watkins (ref. 14) extended this work to the case
of the uniformly moving propeller. Deming (ref. 15) looked into the effect of blade
thickness on the radiated noise. He replaced a symmetric airfoil with an infinite
number of line pistons (sources and sinks) to match the boundary condition of no
flow through the rotor airfoil surface. These simple theoretical approaches really
approximated the second two terms of equation (1). However, they were developed
using a coordinate system fixed in space rather than one attached to the rotor blade
itself. Comparison with experiment, for the most part in the frequency domain, was
very encouraging for the low harmonics of rotor noise but was lacking for higher
harmonics.

Noise radiating from helicopters became important as these vehicles emerged from
being research curiosities of the 1950’s and began to assume new military and civilian
roles of the 1960’s. Quite a lot of research into the potential causes of helicopter
periodic noise was initiated; the two notable efforts were made by Lowson (ref. 37)
and Wright (ref. 38). Using developments based upon Lighthill’s acoustic analogy,
Lowson and Wright argued that in addition to steady forces (identified by propeller
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researchers as the cause of periodic noise), the unsteady forces that the rotor blade
experiences as it traverses one revolution are very efficient radiators of periodic noise.
They suggested that in order to predict the higher harmonics of radiated noise, one
could use a compact source model but would need to know very high harmonics of
blade loading. Although the agreement with experiment was not always consistent,
their theories did show more encouraging correlation with the limited experimental
frequency domain data available. Because technology had not yet made narrow-band
data analysis straightforward and had not provided the large digital computer for
lengthy numerical calculations and validations, important pulse shape information
was not effectively used to further refine the modeling of rotorcraft noise sources.

Important differences between linear theory and time-history experimental mea-
surements for rotorcraft whose rotors are operating at transonic tip Mach numbers
were first noticed by Schmitz (refs. 39 to 41). These differences led to the realization
that transonic aerodynamic effects are often important contributors to the radiating
noise of rotorcraft. These effects were first predicted by using quadrupoles, in addi-
tion to monopoles and dipoles, as sources of rotorcraft noise. In essence, some of the
aerodynamic details of the rotor local flow field were modeled as sources of radiating
noise.

Modern electronic technology has now made quantitative time-history compar-
isons between theory and experiment routine. (In frequency-domain terminology,
harmonic amplitude and phase are both used in the validation process.) More pow-
erful mathematical approaches, based for the most part on equation (1), have placed
much of the earlier theoretical work on a more sound mathematical basis and have
extended the theory to handle noncompact sources for subsonic, transonic, and su-
personic rotors. Pioneering theoretical work by Hawkings and Lowson (ref. 10),
Farassat (ref. 11), Isom (ref. 12), and many others has increased the understanding
of the noise generation process. This, combined with more careful measurements
of the radiated noise, is leading to designs that can minimize unwanted acoustic
radiation of rotors.

Hovering Harmonic Noise

The hovering rotor is a natural place to begin to compare acoustic theory with
experiment. Unfortunately, the aerodynamics of a hovering rotor are far from simple,
being affected by the complex wake geometry of the rotor and interference from
nearby surfaces. In addition, it is necessary to test rotors in an environment which is
mostly without echoes, or “anechoic,” so that acoustic reflections are not measured

“along with the radiation noise field. The data shown in figure 44 were gathered
for a model rotor in hover in a near-anechoic environment in the DNW open-jet
wind tunnel (ref. 42). The rotor is a modern high-performance helicopter rotor that
has been designed to be efficient in hover as well as in high-speed (200+ knots)
helicopter forward flight. Unaveraged (instantaneous) and averaged time-history
data are shown at several nearly in-plane microphone positions in figure 44. The
waveforms are somewhat unsteady but average to a characteristic waveform for this
rotor type.

Steady Thickness and Force

Predictions of noise from linear theory are also shown in figure 44 (ref. 43). Good
agreement between predicted values and the averaged waveforms is demonstrated at
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Figure 44. Measurements and predictions of isolated hover noise of model
rotor.

tip Mach numbers typical of a hovering helicopter rotor. The relative importance
of thickness (monopole) and force (dipole) noise sources is shown in figure 44 for
this same condition. Near the plane of the rotor, both thickness and force noise
are important contributors to the rotor acoustic signature in hover. However, as
the observer moves farther from the in-plane position, dipole noise becomes more
important as the thickness noise source decreases in level. Notice too that the
character of the average waveform changes depending upon whether the microphone
is above or below the rotor-tip-path plane. Below the plane of the rotor, the lift and
drag contributions are in phase and add, while above the rotor plane they subtract.

The amount of unsteadiness in this hovering model rotor is typical of this type
of experiment. Even in this large, open-jet acoustic tunnel, room recirculation and
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associated turbulence ingestion into the hovering rotor can cause the rotor to operate
in a somewhat unsteady aerodynamic environment (ref. 44). This, in turn, produces
unsteady blade pressures, which are needed to predict accurately the unaveraged
time histories.

Linear Theory With High Tip Mach Numbers

The steady hovering problem becomes more interesting as the hovering tip Mach
number Mr is increased. Thickness noise grows much more quickly than the force
noise and dominates the time history of the nearly in-plane microphone positions
above M7 = 0.8. Computation of this noise using linear theory is simply a matter
of evaluating the thickness term of equations (1) and (4), because the dipole force
terms do not radiate very efficiently for helicopter rotor blades operating at high (near
transonic) tip Mach numbers. Because the tip Mach number never approaches 1.0,
the integrable singularity in equation (4) never becomes a problem. The integration
of the monopole sources is performed by dividing the rotor blade into chordwise and
spanwise elements, summing each contribution, and differentiating the sum over time
to yield the acoustic pressure time history at the chosen observer location. Therefore,
equation (4) becomes

l n
0 Un,.
drp! (x,t) ~ 2 PO [—’“] dy1; dy3 (9)

6tkz=:1 = R|1 — Mgl |, k

where
= dyp

Ui e (dm )ki
Ue velocity of each blade element
Y1 chordwise blade coordinate
Yo coordinate normal to the mean blade chord
Y3 spanwise blade coordinate
i,k summation indices for each blade element

Additional details describing these computational procedures can be found in refer-
ence 39. The equation may also be solved using frequency-domain procedures given
in references 1, 10, and 15. Several alternative linear acoustic formulas for calculation
of rotating-blade harmonic noise are reviewed in reference 45.

A key feature of the computational process is the degree to which it is dominated
by Doppler amplifications at high tip Mach numbers. This can be illustrated
physically by looking at the geometry of the linear acoustic process. Consider the
space-fixed trajectory of a simple point source near the tip of a hovering rotor blade.
Its trajectory is the circle traced by the moving blade tip. If at regular azimuth
angles a pulse, depicted as a circle (a sphere in three dimensions), is emitted in
space and allowed to propagate at the ambient speed of sound, these pulses form the
crescent-shaped wave shown in figure 45 for a hovering rotor operating at a tip Mach
number of 0.9. In effect, disturbances are propagating away from a source moving
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at almost the ambient speed of sound. As a result, disturbances accumulate and
create Doppler amplification. As the advancing-tip Mach number increases (higher
rpm), the accumulation of disturbances becomes so great as to form local shocks
on the blade surface and eventually a radiating shock wave. This accumulation
process is represented as a singular integral in equation (4). The process whereby
shock waves on the blade surface become connected to the acoustic far field is called
“delocalization” (refs. 32 and 46).

Crescent-shaped
wave

Point
source

Figure 45. Linear wave amplification (Doppler effects) of rotating point source.
My =0.9. (From ref. 5.)

Linear thickness calculations for a simple hovering rotor and experimental data
are shown in figure 46 for several different hover tip Mach numbers (ref. 40). The
high-quality data shown here were gathered in a specially designed anechoic hover
chamber. The chamber was lined with polyurethane wedges to be reflection free
down to 110 Hz. The rotor was run near zero thrust and was designed with zero
twist to minimize recirculation effects and to minimize thrust (dipole) sources as
radiators of noise.

The striking features of the comparison between theoretical and experimental
values for hover at Mt = 0.8 (fig. 46(a)) are the similarity in pulse shapes and the
discrepancy in peak pressure levels. Only a fraction of the pressure time history
is shown to facilitate the details of the comparison. Thickness-noise theory misses
the measured negative-pressure peak by a factor of about 2. The comparison of
theory and experiment as My is increased to 0.88 (fig. 46(b)) remains similar to that
made at My = 0.80. The waveform shape is still generally symmetrical, and the
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Figure 46. Theoretical and experimental pressure time histories for in-plane
microphone. Rg/R = 3.0. (From ref. 40.)

peak negative-pressure level is underpredicted by slightly more than a factor of 2.
A closer look at the waveform shows that it is just beginning to become slightly
asymmetrical; the recompression part of the measured expansion wave has a slope
whose magnitude is greater than the initial expansion. Linear theory values do not
show this tendency.

At a hover tip Mach number of 0.90 the situation changes dramatically (fig. 46(c)).
The peak negative-pressure amplitude of the measured pulse has increased substan-
tially and the pulse shape has now lost its symmetry. The resulting sawtooth wave-
form is known to generate large amounts of high-intensity, high-frequency noise in
the plane of the rotor. In essence, a relatively weak shock wave is radiated to the
acoustic far field at.a Mach number of 0.9 for this untwisted rotor with an NACA 0012
airfoil. The rotor is said to “delocalize”; the local shock waves on the surface of the
transonic rotor blade are connected and, in fact, radiate to the acoustic far field.
Theory again underpredicts the amplitude of the peak negative-pressure pulse by
about a factor of 2. More importantly, theory does not predict any of the features
of the delocalization process, totally missing the shock-like experimental waveform.
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The comparison becomes even more intriguing at a hover tip Mach number of 0.96
(fig. 46(d)). The theoretical waveform is mostly symmetrical and generally smooth
in shape and, thus, does not compare favorably with the measured data. In addition,
theory now only slightly underpredicts the peak negative-pressure amplitude of the
pulse. Also, the measured pulse width is becoming wider, whereas the linear theory
predicts a narrower pulse width with increasing hover tip Mach number. In fact, the
experimental pulse width (measured at zero pressure) exceeds by at least 50 percent
the width expected (from linear theory) from an airfoil of chord equal to that of
the model rotor tested and traveling at sonic velocity. This pulse-widening effect
suggests that aerodynamic events off the rotor-blade trailing edge are contributing
to the measured acoustic signature.

The difference in peak negative-pressure levels between linear monopole theory
and experiment is shown more clearly in figure 47. The theoretical model does not

“predict the rate of increase of the peak negative-pressure level.
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Figure 47. Theoretical and experimental peak pressures of rotor in hover. In-
plane microphone; Ro/R = 3.0. (From ref. 40.)
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It is tempting to attribute the lack of correlation with experiment to the simplicity
of the linear theoretical model. Perhaps if the remaining linear dipole terms were
included (the second term in eq. (1)), the agreement with measured data might be
better. This was tried for a rotor with predicted values of loading and skin friction
suitably chosen to act as pressure dipoles (ref. 47). The resulting theoretical time
histories are almost indistinguishable from the simple linear monopole calculations
previously presented.

The major conclusion from all these linear acoustic analyses is that they do
not adequately describe the in-plane noise radiation processes from a high-tip-speed
hovering rotor. There have been some efforts to correct this situation by improving
the modeling (improving the specification of the boundary conditions) in the linear
formulation. It can be argued that rotor-tip end-plate (ref. 48) and boundary-layer
separation efforts increase the amplitude of the symmetrical pulse. The importance
of the latter effect is shown in figure 48. This end view of an NACA 0012 rotor
at near zero lift (ref. 49) is a holographic interferogram of the integrated three-
dimensional flow field surrounding the tip of a hovering UH-1H model rotor at the
tip Mach number of 0.9. It is quite apparent that local shock waves on the surface
of the blade interact with the boundary layer to cause an enlarged separated-flow
region. A rigorous treatment of this problem is not usually attempted, for it would
be necessary to model the boundary-layer and separated-flow effects in equation (9).
Instead, an “equivalent airfoil” comprising the original airfoil plus the outer edges
of the separated-flow region is defined. This new equivalent airfoil is then used in
equation (9) to define the strength of the distributed acoustic sources. If this is
done, it is relatively easy to show that the peak negative-pressure calculations would
increase substantially (they approximately double for each doubling of the effective
airfoil chord at constant thickness). Although this effect has been known for many
years, most researchers do not like to incorporate such an estimation in a “first-
principles” analysis. The methods of estimating just how thick or extended the
separation region is on a three-dimensional rotor in the transonic regime and how to
model the equivalent airfoil for noise purposes are not well-defined or even completely
understood. In addition, none of these corrections predict the development and
radiation of the delocalized shock wave above a hover tip Mach number of 0.9 for
a scaled UH-1H rotor. Clearly, the radiation processes at these high tip speeds are
governed to a large extent by transonic effects. These must be accounted for in the
theoretical modeling.

Aerodynamic Formulation With High Tip Mach Numbers

The most straightforward approach to the nonlinear acoustic problem with high
tip Mach numbers might simply be to include missing terms—the quadrupoles—in
the acoustic analogy formulation. However, equation (1) is in reality an integral
equation which has no simple analytical solution. Some degree of approximation is
necessary to proceed with this approach. These approximations rely on what we
know about the problem physically. Such insight can be gained by formulating the
problem as a transonic aerodynamicist would.

We begin with the classic potential equation in a space-fixed coordinate system.
Assuming constant specific heats and weak shocks (i.e., negligible entropy increases),
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we have
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-V +2Ve-V (Z—f) + %w -V [(w)?] =0 (10)

where ¢ represents the velocity potential and ¢ is the local speed of sound. Fortu-
nately, the aerodynamics of a hovering rotor are basically steady when viewed from
a blade-fixed context. Therefore, by following the work in references 41, 46, 50, and
51, the governing potential equation can be transformed to blade-fixed cylindrical
coordinates and expanded to second order to yield
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where ) is the angular rotation rate, ¢y is the undisturbed speed of sound, r is the
radial coordinate in the cylindrical coordinate system, and « is the ratio of specific
heats. This nonlinear but steady-state second-order partial differential equation
governs the transonic aerodynamics of the hovering rotor. In addition, it governs
how disturbances (acoustic waves) propagate away from this rotating coordinate
system. At the present time, no closed-form solutions to this equation exist. A
procedure adopted by some researchers is to solve numerically limited regions of the
aerodynamic flow field (refs. 52 and 53). Others have chosen to solve the nonlinear
acoustic far field using weak-shock theory (ref. 54). As we shall see, neither is a
completely satisfactory solution, for the nonlinear aerodynamic and acoustic fields
are interwoven.

The cylindrical coordinate system chosen is sketched in figure 49. An observer
riding in this coordinate system sees a free-stream velocity that increases linearly
from zero at the origin to Qr at r. As indicated, this increasing free-stream velocity
continues out past the tip of the rotor; it will be shown to be important to many of
the arguments to come.

Figure 49. Cylindrical coordinate system of hovering rotor. (From ref. 5.)

Before attempting to solve equation (11), it is instructive to follow the approach of
references 50 and 51 and explore the behavior of the governing equation. It is known
from the theory of partial differential equations that the coefficient of ¢gg governs the
general character of the potential equation: When A = Q2—(c3/72)— (y+1)(2/r?)¢g
is less than zero we have elliptic behavior, and when it is greater than zero we have
hyperbolic behavior. . However, A takes a more recognizable form after some further
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manipulation. Define the local Mach number M; as follows:
M) = (U +u)/c
The coefficient of ¢gy in equation (11) becomes (ref. 41)
A= -/ - M) (12)

Therefore, the general behavior of the second-order transonic potential equation is
governed by the local Mach number of the flow. If M; < 1.0, then A < 0 and
the governing equation is elliptic. In this case, no wave-like structure is possible.
However, if M; > 1.0, then A > 0 and the governing nonlinear partial differential
equation is hyperbolic. Characteristics are then formed along which disturbances
can propagate in a wave-like manner. It is also important to realize that M; is
dependent on the free-stream velocity Us, = Qr, the local speed of sound c, and the
local perturbation velocity u = —¢g/r.

These ideas are quite useful when one is attempting to explain the phenomenon
of delocalization for the hovering rotor experiment described previously. This con-
nection was theoretically suggested in references 51 and 52 and has been numerically
calculated (refs. 41 and 51) and experimentally verified (ref. 46). In the following
paragraphs, the relationships are shown to depend on the local Mach number of flow.
Three distinct cases are considered: free-stream tip Mach numbers of a hovering ro-
tor Mp = 0.85, 0.88, and 0.90. Some freedom has been taken with the graphics
in the interest of presenting a clear picture of the basic relationships involved. The
data are the same as those reported in reference 41. In the figures that follow, the
top views are sketches of events pieced together with limited experimental data, and
the aft views are, for the most part, interpolations of experimental data.

Figure 50 depicts the top and aft views of shock boundaries of a rotor operat-
ing at M7 = 0.85. A locally supersonic region exists near the tip of the rotor. For this
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Figure 50. Top and aft views of shock boundaries of rotor at My = 0.85.
(From ref. 41.)
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region M; = [(Qr + u)/c] > 1.0, even though Qr/cq all along the blade span is less
than 0.85. The hyperbolic nature of this pocket of supersonic flow is a result of local
aerodynamic nonlinearities (i.e., changes in the local speed of sound ¢ and the local
perturbation velocity «). Surrounding this locally supersonic flow is a subsonic flow
region M; < 1.0 in which the governing potential equation is elliptic. Waves which are
embedded ‘in the local supersonic flow region do not pass through this compressible
elliptic region and hence do not radiate. However, as r increases beyond the tip
of the blade, M; again becomes greater than 1.0 because of the linearly increasing
free-stream velocity field of the blade-fixed cylindrical coordinate system. For this
region, u ~ 0 and ¢ = ¢p, so Mj =~ Qr/cy > 1.0.

The surface where this first happens has been called the sonic cylinder (refs. 46
and 54). At radii larger than the sonic cylinder, the equation again becomes
hyperbolic and wave-like propagation is certain. The acoustic implication for this
M7 = 0.85 case begins in the hyperbolic pocket of flow near the blade tip. Wave-like
disturbances in this region terminate on the boundary of an elliptic region, where
they no longer propagate in characteristic directions. The wave-like character of the
inner pocket is thus broadened as information passes through the elliptic region to
the sonic cylinder. These broadened disturbances are then propagated in a wave-like
manner throughout the outer hyperbolic region. The result is a smoothly varying,
near-symmetrical acoustic signature in the far field.

The competing phenomena become even more interesting when My is increased
to 0.88 (fig. 51). The inner supersonic (hyperbolic) region grows and extends off
the tip of the rotor, again being driven by local aerodynamic nonlinearities. At the
same time, the higher free-stream tip Mach number of the rotor decreases the radius
of the sonic cylinder, thus moving the outer hyperbolic region toward the rotor tip.
In addition, the proximity of the linear sonic cylinder to the blade tip introduces
aerodynamic nonlinearities. These nonlinearities tend to warp the sonic cylinder
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Figure 51. Top and aft views of shock boundaries of rotor at My = 0.88.
(From ref. 41.)

126



Rotor Noise

inward and bring the two hyperbolic regions even closer together. However, the
inner regions do not overlap, thus ensuring that locally generated waves in the
inner region do not propagate along characteristics to the hyperbolic far field. The
resulting acoustic signature becomes more saw-toothed in character but does not
contain radiating shocks.

The last and most interesting condition, in which My is increased to 0.90, is
sketched in figure 52. The localized inner and outer hyperbolic regions connect off the
blade tip, forming one continuous supersonic region (M; > 1.0). In this case, shock
waves that are generated on the surface of the rotor now propagate uninterrupted
radially to the acoustic far field. The resulting phenomenon (delocalization) is
quite striking. The character and the intensity of the acoustic signature change
dramatically. At all three of these tip Mach numbers, measured values of local
Mach number support and explain the phenomenon of transonic delocalization.
~ For a hovering UH-1H rotor, shock waves are radiated to the acoustic far field at
high subsonic tip Mach numbers. The mechanism of delocalization can be further
confirmed through use of computational fluid dynamics codes to predict the transonic
aerodynamics of the hovering rotor (refs. 55 to 57). An example calculation for this
rotor in hover is shown in figure 53 (from ref. 58). The agreement between theory
and experiment is quite good, and this agreement conclusively demonstrates the
interrelationship between transonic aerodynamics and high-speed rotor noise.

Quadrupole Formulation
Although the phenomenon of delocalization has been explained by simply look-
ing at the coefficient of ¢gg in equation (11), predicting the radiating acoustic field
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is another matter. The explanations presented are themselves functions of either
measured or calculated flow properties. In essence, a near-field description of the
aerodynamic flow field is required before the events in the acoustic far field can be
explained. Even then, acoustic nonlinearities in equation (11) may alter the waveform
of the propagating wave (ref. 54). Precise calculations of the radiating sound field
are dependent on the full solution of the nonlinear potential equation (ref. 50).

On the other hand, the successful explanation of the delocalization phenomenon
suggests that local aerodynamic nonlinearities strongly influence the acoustic radia-
tion problem. Therefore, a logical step in the calculation of the acoustic field is the
incorporation of the near-field aerodynamic nonlinearities in the acoustic radiation
equation.

Several ways of implementing these ideas have been presented in the literature.
To date, the most successful procedure has been to extend the acoustic analogy
procedures to evaluate the volume distributions of local aerodynamic nonlinearities,
or quadrupoles (refs. 39, 41, 46, and 59). In essence, the third term in equation (1)
is considered to be an important source of noise for the trangonic radiation problem.
As mentioned previously, evaluation of this integral equation is not directly possible;
some approximations are required to make the problem manageable. Along these
lines, the quadrupole term becomes simpler if we restrict our attention to the
acoustic far field. Then the spatial differentiations can be easily converted to time
differentiations. The first term of equation (1) becomes

5 T;; 1 62 Tryn
9%; 0%; / [%!1~M§R|]T a5 %‘a‘ﬁ/ [mu—Mm{L v (13)

where Ty = T;;R; - ®; and R is the vector from the source at the retarded time
to any observer in the acoustic far field. It is known from transonic computations
and experimentation that the primary quadrupole regions are confined within a few
chord lengths normal to the rotor plane.

For in-plane far-field radiation, the vector R is nearly in the blade rotational plane
and is nearly parallel to the blade chordwise direction when the acoustic pressure
reaches its peak level. If isentropic flow is assumed and the perturbation velocities
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are measured in the coordinate system given in figure 49, Ty becomes

-1 2
Tre = po(vg cos® 8 + 2vu,v, cos sin 6 + v2 sin? §) + 12—/’0 (%) v (14)

where the z-component of the perturbation velocity does not appear because of the
choice of an in-plane far-field microphone position. For simplicity in the resulting
calculations, it has been assumed that siné ~ 0 and that u = vg near the integration
region of interest. This is true as long as the quadrupole field is in fact localized to
a region near the rotor tip. Then,

2
Topn = p0u2 cos? 0 + L—l—po (9”:> u? (15)
2 g
where u represents the perturbation velocity along the blade chord and Qr is
the free-stream velocity of the point in the flow field being evaluated. The two
terms represented in equation (15) arise from similar properties of the flow already
discussed in the potential formulation. Changes in the local speed of sound and
local streamwise perturbation nonlinearities are included, although the equation
forms do not permit a one-to-one correspondence of terms. Equations (1), (13),
and (15) describe the nonlinear far-field acoustic radiation of the transonic hovering
rotor. For subsonic tip Mach numbers, numerical evaluation of the surface integrals
presents no real problems. However, the volume integration of quadrupoles is not as
straightforward.

The integrand in equation (13) contains the product of two terms which compete
to decide the eventual magnitude of the quadrupole radiation. The first is the
decaying source field represented by Tyyn. This is multiplied by 1/|1 — My|, which
goes to infinity as My approaches 1. Fortunately, the singularity is integrable, but
it should be handled quite carefully (ref. 45). In the results summarized here, the
acoustic planform technique was chosen to perform the numerical integration near
Mg =1.0. A complete discussion of the procedures and pertinent references is given
in reference 41.

An evaluation of the prediction accuracy is presented herein through compar-
ison of theoretical values with the same UH-1H hover model rotor data. Fig-
ure 54 presents the monopole and quadrupole contributions to the radiated noise at
My = 0.88 (slightly before delocalization). At this tip Mach number, the shape of the
quadrupole term is basically still symmetrical; however, some asymmetry is present
on the pressure recovery side of the quadrupole calculation. When the monopole
and quadrupole contributions are added, good correlation in amplitude and pulse
shape is observed. The overall shapes of theoretical and experimental curves are still
basically symmetrical in character, but the local shock structure of the transonic
flow field is acting to destroy this symmetry.

At the slightly higher hover tip Mach number of 0.90, localized transonic effects
cause large changes to the radiated noise field (fig. 55). Although the time
history for the linear term (monopole) remains quite symmetrical in shape and
substantially underpredicts the experimental data, the time history for the nonlinear
term (quadrupole) changes shape dramatically and increases in amplitude. This
change is a reflection of the fact that local shocks are propagating to the acoustic far
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Figure 54. Theoretical and ezperimental time histories at Mt = 0.88,
Ro/R = 3.0. (From ref. 5.)

field (delocalization). When time histories for the monopole plus quadrupole terms
are compared with experimental data, good agreement in pulse shape is observed.

The accuracy with which the peak negative amplitude of the high-speed hover
impulsive noise phenomenon can be predicted is illustrated in figure 56. For tip
Mach numbers up to 0.9, use of quadrupole and monopole terms results in better
agreement between theoretical and experimental values than use of monopole terms
alone. However, at M7 > 0.9, amplitudes are overpredicted even though the
pulse width tends to be estimated fairly accurately through delocalization. At the
present time the source of this discrepancy is not understood. Additional time-
history comparisons developed from a frequency-domain analysis can be found in
reference 60.

Kirchhoff Formulation

Another competing method of numerically predicting the noise of the delocaliza-
tion process is to map the nonlinear transonic region to a nonrotating control surface
to which variations on Kirchhoff’s theorem are then applied to describe the radiating
acoustic field. In this first direct application of the Kirchhoff theorem, the control
surface is chosen to be large enough to capture the nonlinear aerodynamic behavior
of the problem, but not so large as to make numerical computation impractical. Cal-
culations with this procedure, coupled with an existing near-field numerical code,
have resulted in improved peak amplitude levels (ref. 61) but have not improved
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waveform characteristics much above the delocalization Mach number. This is most
likely a result of the numerical insensitivity of the transonic code at the boundary of
the nonrotating control surface.

This procedure has been further extended to include the nonlinearities in the near
aerodynamic field while the equivalent Kirchhoff surface is kept close enough to the
blade tip to avoid computational fluid dynamics numerical computation errors. A
new, expanded Kirchhoff integral has been developed which uses surface integrals
of the pressure and velocity at the linear sonic cylinder to determine the acoustic
pressures in the far field (ref. 61). In essence, the new method captures all the
nonlinear aerodynamic effects by mapping them to the linear sonic cylinder. The
sonic cylinder then becomes the sole source of all acoustic information, which is then
propagated to the far field at a constant speed of sound. The resulting formula
(ref. 62) contains the classic Kirchhofl’s surface integrals at the sonic cylinder plus
a correction factor for the local transonic effects near the blade tip.
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Peak negative pressure at sea level, Pa

Figure 56.
Ry/R = 3.0. (Based on ref. 5.)

Predictions from this approach are shown in figure 57 for some of the same
conditions shown previously. To obtain sufficient experimental data on the sonic
cylinder to validate the new method, the experiment of 1978 was run again in 1988.
Near-perfect replications of the 1978 results (ref. 40) demonstrated the validity of
Theoretical predictions of the radiated acoustic pulse
correctly captured the delocalization phenomena; a relatively smooth pulse shape
was predicted at Mp = 0.88, while a radiating shock wave was correctly predicted
to form at My = 0.90 and above. However, the pulse width predicted with this
extended Kirchhoff formulation appears to be in error (up to 30 percent too narrow)
throughout the computed Mach number range. The source of this discrepancy is not
presently understood.

the experimental results.
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The peak negative-pressure amplitude (fig. 56) is more accurately predicted by
this new method near the delocalization Mach number. In addition, the new method
appears to more correctly follow the amplitude trends above My = 0.90. However,
it does not adequately predict the noise amplitude at lower tip Mach numbers, a fact
that is still not fully understood.

In summary, the quadrupole formulation appears to work well in hover at
the delocalization Mach number and below; both amplitude and pulse shape are
accurately predicted. Above the delocalization Mach number, the amplitude of

the pulse and the overall pulse shape are predicted by the extended Kirchhoff
formulation, but the pulse width is markedly in error.

Forward-Flight Harmonic Noise

Linear Theory for Thickness Noise

Unfortunately, neither the quadrupole nor the Kirchhoff formulation has been
applied in a rigorous manner to the problem of HSI noise for helicopters in forward
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flight. The complexity of mapping the unsteady aerodynamic near field of a
helicopter in forward flight to an observer in the far field has been too great.
Instead, only computations of the linear part of the problem have been performed,
as illustrated in figure 58 (from ref. 39). Measured peak pressures are plotted versus
advancing-tip Mach number M7, the primary nondimensional parameter of HSI
noise.

Similar to the hovering helicopter problem, linear theory substantially under-
predicts the radiated noise field of a helicopter in forward flight. The predicted
pressures are too low by at least a factor of 2, while the delocalization phenomenon
is definitely not captured by linear theory. Clearly, nonlinear effects must be
included in methods developed to predict the far-field acoustic radiation of high-speed
helicopters. However, the understanding that has been developed by modeling the
high-tip-speed hovering rotor has been applied, with some success, to the forward-
flight rotor problem. Numerical computational fluid dynamic simulations of the
advancing side of a high-speed rotor have been and are being made to help designers
keep the local shock waves from delocalizing to the acoustic far field.

BVI noise

Predicting the noise that arises from blade-vortex interaction (BVI) is just as
challenging as predicting HSI noise, but for different reasons. As discussed previously,
the second term of equation (1) becomes an important source in the acoustic analogy
formulation. If the blade pressure time histories are known and are treated as such,
then the governing equation (6) becomes linear and is solved with classic techniques.
Although simple in concept to solve, the linear BVI problem is still quite complex
because it depends critically upon the local pressure distribution time histories of
the individual rotor blades. In fact, accurate predlctlons of BVI noise necessitate a
very high fidelity in air load predlctlons or measuréments. Predicting air loads to
the required accuracy for rotorcraft noise has noti#been possible to date. Instead,
predictions of BVI noise have used experimental pressure distributions on the blades
as input.

This type of computation has been attempted by several researchers (refs. 63
to 65). One of the most reliable sets of mmu]é:aneous pressure and acoustic
data was taken in the DNW wind tunnel on an"AH-1 two-bladed model rotor
(ref. 27). High-frequency (up to 20,000 Hz) data were gathered on many miniature
pressure transducers distributed over the blade and wused as input for the resulting
computations. Parameter identification methods were used to develop a continuous
mathematical description of the pressures over the .blade surface. This complete
description of the pressure time history was then used as input in equivalent forms
of equation (1) (refs. 63 and 66) and the results were compa,red with experimental
data taken in the DNW wind tunnel. A typical com" agison is shown in figure 59.

The dashed curve m“ﬁgure 59(a) is the contribution 6f the distributions of pressure
over the blade surface ﬁyhlle the solid curve represe he contributions of both blade
pressure and thickness: For this microphone posi B30° below the rotor plane),
the blade pressure is the dominant source of noise.

The agreement bet‘ een predicted and measured values'is quite encouraging but is
not quantitative enoug to be able to say that linear the i;y can be used to completely
model the BVI problerii:, In general, the correct number of BVTI’s has been predicted

,,,,,
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ref. 39.)

and the width of each pulse seems representative. However, the amplitudes of the
predicted pulses are different from those of the respective measured pulses by up to
a factor of 2.

In addition, there is evidence that some of these pulses become shock-like in
character when the BVI pulses are intense. An example of this phenomenon for an
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Figure 59. Blade-vortezx interaction impulsive-noise time histories of AH-1
model rotor.

AH-18 helicopter that was encountering BVI impulsive noise is shown in figure 60.
The two different waveforms that are shown were measured with the in-flight
technique previously described for steady-state flight at an IAS of 60 knots and a rate
of descent of 400 ft/min. The dashed curve represents a typical microphone pressure
time history of BVI noise, while the solid curve is representative of a severe burst of
BVI noise encountered during the run. The basic unsteadiness of this phenomenon
in flight tests is a general characteristic of this type of noise.

The shock-like character of the solid curve is evident. The pressure rise is quite
fast, but not instantaneous, even under the most severe BVI conditions measured
on this helicopter. This change in pulse shape from the more symmetrical pulse
shape typical of less severe BVI phenomena to a more asymmetrical pattern is
responsible for an increase in subjective annoyance of about 4 PNdB. Similar to
HSI noise predictions, linear theory does not predict this development of shock-like
behavior for BVI noise. Unfortunately, at this time not enough high-fidelity acoustic
data exist on this phenomenon to be able to assess the importance of nonlinear
effects for BVI in general. It is not known whether these nonlinear effects exist only
under exceptional circumstances or whether they are routinely encountered in many
helicopter operations where BVI is generated.

Computational fluid dynamics calculations have recently been applied to help
address a reduced class of these problems (refs. 67 to 69)—that of a rotor airfoil with
a free vortex encountering two-dimensional unsteady flow (fig. 61). The vortex passes
from left to right, traveling z, chord lengths parallel to the flow at a distance of ¥,
chord lengths beneath the airfirfoil. That part of the complex three-dimensional BVI
problem where the vortex and the rotor blade are nearly in parallel alignment has
been approximated in two dimensions and the unsteady aerodynamic field near the
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airfoil has been computed. The two-dimensional far-field acoustic solution has been
obtained by two separate methods: by direct numerical computation (ref. 70) and
by use of a Kirchhoff solution to map the near-field aerodynamics to the acoustic far
field (ref. 71). A sample computation of the vortex encounter with the airfoil is shown

in figure 62 (from ref. 70). Contours of scaled pressure disturbance (Cp — Cp,) VR
are shown, where Cp is the pressure coefficient, Cp, is the undisturbed pressure

coefficient, and R is the nondimensional distance of the source in the acoustic frame.

The development of a radiating acoustic wave is clearly evident in figure 62 as
the vortex passes about a quarter of the chord beneath the airfoil. The most dense
isobars exist forward and below the interaction process, an observation also made
in the full-scale flight test. Although quantitative relationships between two- and
three-dimensional acoustic problems are difficult, these computations can be used
to develop estimates of the real BVI problem. Results to date have indicated that
linearized small-disturbance simulations of the two-dimensional BVI problem do not
adequately represent the aerodynamic near field. A full Navier-Stokes simulation,
however, is not needed because all the important aerodynamic information which is
radiated to the acoustic far field is generated near the leading edge of the airfoil. A
high-order, time-accurate Euler method seems to yield the most cost-effective results.

In general, the shape of the leading edge of the airfoil seems to have the most
pronounced effect on the computed far-field noise. Sharp leading edges radiate more
noise than rounded ones. The importance of nonlinear aerodynamics on acoustic
radiation is still being debated, with some authors claiming significant effects while
others are claiming little to no measurable difference between linear and nonlinear
effects in the acoustic far field. A definitive experiment to verify these methods is
required.

Broadband Noise

Predicting the complete broadband noise spectra of rotorcraft is at best difficult
under very controlled conditions, and under less controlled conditions it is an almost
impossible task. Much of the problem occurs because it is often difficult to isolate
the most important governing mechanisms for the problem at hand. The broadband
acoustic radiation problem depends on details of the aerodynamic state of the
rotors. These aerodynamic details include inflow turbulence characteristics, blade-
wake turbulence characteristics, boundary-layer turbulence, etc. They act as input,
or forcing functions, to the acoustic sources, which ultimately radiate to the acoustic
far field.

Several approaches have been applied to calculate broadband acoustic radiation
(ref. 72). They all use modified forms of equation (1) where the primary source term
is the blade pressure. The broadband noise is due to the random forces (pressures)
applied to the fluid by the pressure of the blades. (It should be noted that others
have identified other broadband noise sources that are not dipole (force) in nature
that may be important in high Mach number flow. These are not considered here.)
One approach treats the general case of unsteady forces distributed in space, with a
specialization in the rotating geometry of rotors. A second approach approximates
the distributed blade forces as rotating concentrated forces (dipoles). A third
approximates a rotating blade as a sequence of straight-line motions and then
calculates the acoustic radiation from each blade element undergoing these linear
motions.
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(c) z, = 0.8¢c. (d) z, = 1.2¢.

Figure 62. Pressure disturbance plots of NACA 0012 airfoil from computa-
tional Euler solution. My, = 0.8; yy, = —0.26¢; I'y = 0.2. (From ref. 70.)

Hover

The broadband noise due to turbulence ingestion of a hovering rotor has been
studied for many years (refs. 73 and 74). Recently, a comprehensive experiment
was run on a model rotor in an anechoic chamber where the radiated noise and the
turbulence characteristics of the inflow to the rotor were both measured (ref. 74).
These inflow characteristics were then used to generate unsteady forces (pressures)
on the blade which were then used to calculate the acoustic radiation. The resulting
predicted and measured values are shown in figure 63. In general, at most azimuthal
locations, broadband noise theory tends to overpredict the low harmonics and
underpredict the high harmonics compared with the measured noise. It is difficult to
assess the contributions of steady forces and thickness at low harmonics because they
were not used as input to the current theoretical model. However, the agreement
between predicted and measured values at mid to high harmonics is quite reasonable.
The large discrepancy at a polar angle of 90° (in the plane of the rotor) is probably
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Figure 63. Predicted peak levels and measured spectra for hovering turbulence
ingestion noise. (From ref. 74.)

attributable to other sources of in-plane noise which were not modeled in this
approach.

Broadband noise is also produced by the self-generated turbulence in a blade
boundary layer passing over the trailing edge of the blade. This effect has been
theoretically modeled by solving the problem of a statistically stationary pressure
field convecting past a trailing edge. The pressure distributions are integrated to
obtain the fluctuating force distributions for the dipole source model used to predict
the noise radiation. The resulting analysis is restricted to angles not too close to the
rotor plane. A subset of this type of noise arises from blunt trailing edges. Vortex
shedding is induced and creates a periodic high-frequency broadband noise. A similar
phenomenon occurs when a bluff body or a laminar airfoil is placed in smooth flow.
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Vortex shedding is induced and produces a peaked but continuous acoustic spectrum
shape that can be predicted if the spectral content of the oscillating dipole source is
known.

Another potential source of broadband noise on rotors is locally separated flow
from local stall or from tip-vortex formation. Pressure fluctuations arise from large
local blade angles of attack or from the boundary layer being swept around the blade
tip by strong pressure gradients in that region. These fluctuations are then cast as
dipole radiators and the far-field noise from these sources is computed.

Forward Flight

The prediction accuracy and importance of several of these sources of broadband
~ noise have recently been verified in a model rotor test run in the DNW acoustically
treated open-jet wind tunnel (ref. 21). A 40-percent-scale model of a BO-105
helicopter ‘was tested in forward flight at two different operational rotor speeds:
normal rotor speed (1050 rpm) and half normal rotor speed (525 rpm). At low
operational tip speeds, broadband noise theory does a respectable job of predicting
the shape and value of SPL’s for the forward-flight condition shown in figure 64(a).
The noise levels in this case are quite low, not typical of existing rotorcraft. At
the higher, normal operational rotor speed, theory and experiment do not agree as
well (fig. 64(b)). In addition, another source of broadband noise, called blade-wake
interaction (BWI) noise, was identified and is a strong function of the rotor state.
In near-level flight, large low- to mid-frequency levels of this noise were measured.
In climbing flight (app more negative) these levels were dramatically reduced. It is
postulated that this effect is caused by a wake-induced unsteadiness, which is reduced
in climbing flight when the near wake of the rotor is more readily blown away from
the rotor-tip-path plane. (See fig. 16.) Another source of this noise is postulated to
be the interaction of the turbulent core of a tip vortex with a rotor blade. For most
rotorcraft, this phenomenon is most likely to oceur on the forward part of the rotor
disk, where the rotor blade often intersects the path of previously shed tip vortices.
The resulting unsteady blade pressures radiate broadband noise (ref. 75). It could
be argued that this source of noise is always present to some degree, even during
blade-vortex interaction. More careful experiments that measure the aerodynamic
flow field and the acoustic radiation are needed to validate these hypotheses.

The statistical nature and multitude of potential causes of broadband noise
have made theoretical prediction methods more difficult to ‘validate than their
deterministic counterparts. Discrepancies of 10 to 15 dB on full-scale aircraft in
certain frequency ranges are not uncommon. However, for most rotorcraft, many of
these broadband noise sources are lower in level and annoyance than the periodic
main- and tail-rotor sources, and this fact makes their absolute prediction less
important. In addition, the higher frequency of most broadband noise causes these
sources to be rapidly attenuated by the atmosphere. However, if the tip speeds
of future rotorcraft are reduced significantly, broadband noise might determine the
radiation levels and annoyance of these new vehicles.

Predicting the total noise of a rotorcraft is simply a matter of summing all the
important noise sources at a chosen observer position. Of course, the accuracy of
this prediction is in reality no better than the accuracy of any one of the important
noise sources. Under very controlled conditions, many of these sources cannot yet
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Figure 64. Effect of rotor-tip-path-plane angle (atpp) for Cr = 0.0044 and
p = 0.086 for two rotational speeds. (From ref. 21.)

be predicted to within 6 dB (factor of 2 in sound pressure), and this makes the
prediction of most rotorcraft noise spectra in a typical flyby difficult at best. It
is generally believed that a good part of this prediction difficulty is the inability
to define adequately the aerodynamic input to the acoustic source model used to
predict the noise. It is also likely that at the higher tip Mach numbers of current
rotorcraft, nonlinear effects contribute to the lack of prediction accuracy. This is
clearly the case for rotorcraft in high-speed nonaxial forward flight.

Rotorcraft Acoustic Design Trends

It has been known for a long time that a proven way to reduce rotorcraft noise is to
simply lower the tip speed of the rotors. This technique is especially effective if the tip
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Mach number of any rotating blade on the rotorcraft is originally close to 1.0. In this
case, small reductions in tip Mach number can eliminate delocalization completely
and greatly reduce the annoyance of the vehicle. Unfortunately, large reductions in
rotorcraft tip speed are not cost-effective for most helicopters because they usually
require an increase in the operational weight of the vehicle for the same payload. For
example, lower tip speeds for the same input power require more blade area to carry
a given payload with adequate stall margins. The added blade area increases blade
weight. The rotorcraft operating at lower tip speed and the same power also requires
a stronger (and usually heavier) transmission to absorb the extra torque. The lower
operational tip speed usually requires more added mass at the tips to ensure a safe
operational autorotation envelope, further increasing vehicle weight.

However, the most severe forms of rotorcraft noise have been mitigated to a
large extent in many helicopter designs of today when compared with the UH-1
designs of the 1960’s. To some extent, these noise reductions are a direct result of a
design philosophy change. Instead of emphasizing hover performance at the expense
of forward-flight performance to meet U.S. military requirements, newer designs
have placed importance on both aspects of rotorcraft performance. In fact, in the
latest designs, high-speed forward flight is a highly valued attribute of conventional
rotorcraft. This increasing emphasis on high-speed flight has forced helicopter
designers to lower the hovering tip Mach number, which lowers the advancing-tip
Mach number as well and thus avoids compressibility effects in high-speed flight.
The compressibility effects not only can cause delocalization of acoustic waves, they
also can cause large increases in required power and severe vibration. Thus, it
is advantageous to aerodynamicists and acousticians that tip speed be reduced to
avoid delocalization in high-speed flight. Tip speeds of about 700 ft/sec, which allow
forward-flight velocities of about 150 knots, are common today.

The quest to go faster but keep tip speeds high enough to yield reasonable
hover and forward-flight performance has led to some blade design trade-offs on
conventional rotorcraft. In particular, the tips of most new rotor blades are now
thinned, tapered, and sometimes swept. All three effects tend to reduce HSI noise
radiation. Thinning the tip of the rotor directly reduces thickness noise and increases
the delocalization Mach number. Tapering the tip also reduces thickness noise by
lessening the thickness effect. Finally, sweeping the blade tip, as in wing sweep on
supersonic airplanes, tends to lower the effective tip Mach number in the tip region,
thus reducing the peak noise levels and delaying and lengthening the maximum
thickness pulse time event. This latter effect can alter the location of the maximum
noise intensity point, focusing it more to the forward quadrant on the retreating side
of the disk with increasing blade sweep. ‘

All these design changes for high-speed blades can have significant impact for
rotorcraft design and operations. Thinning the tip definitely reduces HSI noise
and compressibility effects but also aggravates blade stall in both high-speed and
medium-speed maneuvering flight. The thinner, sharper airfoil sections stall at
smaller angles of attack and have more unfavorable pitching-moment characteristics
than their thicker counterparts. On the other hand, tapering and sweeping the tips
of rotors can yield aerodynamic benefits beyond reduced noise level. For example,
the replacement AH-18 blade has a tapered tip that reduces HSI peak noise levels by
6 dB and also permits the AH-1S to fly 10 knots faster at the same power compared
with the standard untapered blade (ref. 76).
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The design of these new rotor tips (and, in fact, of the entire blade) for noise
and performance is increasingly relying on computational fluid dynamics (CFD).
Sophisticated models of the rotor and helicopter dynamic system are being coupled
to CFD methods to model the rotor performance over a wide range of conditions.
Most applications of these new methods have focused on high-speed forward flight,
where there is simply no other way to predict the nonlinear aerodynamic and
acoustic environment of the rotor. Tip shapes to minimize acoustic delocalization
and optimize performance are being tested in wind tunnels today and will increase
the cruising speed of tomorrow’s conventional helicopter.

Designing rotors to minimize noise due to BVI is more challenging. Although
reducing the tip speed of the rotor does significantly reduce BVI noise, this alone
does not mitigate the problem enough to allow the helicopter to operate acceptably.
Increasing the number of blades in the rotor system has probably been the most
effective means to date of reducing this noise. For the same thrust, increasing the
number of blades effectively reduces the strength of each blade-tip vortex. This,
in turn, lessens the amplitude of the interaction pulses and reduces the radiated
noise field. However, increasing the number of blades also raises the frequency of
the BVI phenomena and therefore tends to increase the subjective annoyance levels.
However, these higher frequencies can be more rapidly attenuated by the atmosphere.
Of course, too many rotor blades on helicopters also cause practical engineering
problems. Four and five main-rotor blades are standard practice throughout the
industry today.

There have been many attempts at tailoring the tip shapes on rotor blades to
reduce BVI noise (refs. 77 and 78). The concept is to spread out and diffuse the
vortex so that the BVI is softened to radiate less noise. Other aerodynamic surfaces
have also been added to the tips of rotors to hasten this diffusion process, with limited
success to date. The best reduction method so far has simply been to taper the tip of
the rotor to diffuse the concentrated bound circulation. In addition, the small chord
in the tip area decreases the chord Reynolds number and makes the viscous effects
more important. The BVI noise levels with the K747 tapered tip blade have shown
reductions in peak annoyance levels up to 5 PNdB when compared with rectangular
AH-18 blades (ref. 76).

Tail rotors have been significant sources of noise on most helicopters, especially
from a community annoyance standpoint. In addition to the isolated rotor noise
sources such as HSI and BVI noise, much of the tail-rotor noise is caused by unsteady
velocity fluctuations (dirty inflow) passing into the tail rotor. Vortices shed from
main-rotor blades and separated flows or vortex flows trailing from the fuselage and
hub all create a disturbed inflow to the tail rotor that create tail-rotor noise, mostly of
a harmonic nature. Designs to minimize this noise source on conventional tail rotors
have focused on placing the tail rotor in as clean a flow as possible under all flight
conditions. The most direct way of reducing tail-rotor noise is to remove or replace
the tail rotor entirely. This has been done on some French helicopters with a fan-
in-fin design to provide directional control and to counteract main-rotor torque. Of
course, the fan-in-fin design has its own unique noise characteristics, a high-frequency
whine that, at close ranges, can be more annoying than the tail rotor it replaces.
Replacing the conventional tail rotor with a circulation-controlled boom with a small
jet reaction control at its end has also been successfully demonstrated in the United
States. The concept counteracts most of the main-rotor torque by generating high
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lift coefficients on the circulation-controlled boom, which operates in the main-rotor
downwash field. The pilot controls yaw through the small jet reaction control. Noise
measurements on this novel approach have been encouraging.

Broadband noise from main and tail rotors can be important in certain flight
regimes. To date, no effective means have been found to reduce this source of
noise from the main rotors without lowering tip speed and degrading performance.
However, on tail rotors, where the chord Reynolds numbers are low, tripping the
boundary layer to avoid Karman-vortex-like streets has also been used to minimize
high-frequency shedding noise.

The introduction of tilt-rotor aircraft may revolutionize the rotorcraft industry
and will probably change the sound of rotorcraft. High-speed impulsive noise and
blade-vortex interaction noise will also govern the acoustic design of these vehicles
(ref. 79). In hover, the highly twisted, heavily loaded blades will exhibit both steady
and unsteady loading and thickness effects. In transition flight in the helicopter
mode, HSI and BVI effects will dominate. Fortunately, in cruising flight in the
aircraft mode at reduced tip speeds, very little noise will be radiated, so this will
be a very quiet cruising vehicle. Near terminal areas, when the tilt rotor is in the
helicopter configuration, noise levels similar to helicopter main-rotor radiation can
be expected. The major design parameter to control this noise is tip speed. However,
lowering the tilt-rotor hovering tip speed reduces its hovering performance, an already
critical parameter for cost-effective operation of this vehicle. Operational tip speeds
of 750 to 800 ft/sec are expected to yield good performance and reasonable radiated
noise levels for military missions. Further reductions in tip speed may be required if
commercial utilization of this new class of vehicles is to be realized.

The design of rotorcraft to minimize noise radiation has been said to be so complex
a problem that both the researcher and the designer need not fear losing their jobs
as technology progresses. Indeed, large noise reductions sometimes seem to be nigh
impossible without sacrificing performance. Substantial progress has been made
to reduce rotorcraft noise, and design tools are now available to avoid developing
vehicles that are not good neighbors. In the next 10 years, these techniques will
continue to become part of the rotorcraft design process, leading to the evolution of
better performing, quieter rotorcraft.

References

1. Lowson, Martin V.: Helicopter Noise: Analysis—Prediction and Methods of Reduction.
Helicopter Aerodynamics and Dynamics, AGARD-LS-63-5, Mar. 1973, pp. 5.1-5.37.
2. Cox, C. R.: Subcommittee Chairman’s Report to Membership on Aerodynamic Sources of
Rotor Noise. Preprint No. 625, 28th Annual Forum, American Helicopter Soc., Inc., May
1972.
. George, A. R.: Helicopter Noise: State-of-the-Art. J. Airer. vol. 15, no. 11, 1978, pp. 707-715.
4. White, Richard P., Jr.: The Status of Rotor Noise Technology. J. American Helicopter Soc.,
vol. 25, no. 1, Jan. 1980, pp. 22-29.

5. Schmitz, F. H; and Yu, Y. H.: Helicopter Impulsive Noise: Theoretical and Experimental
Status. J. Sound & Vibration, vol. 109, no. 3, Sept. 22, 1986, pp. 361-422.

6. Brooks, Thomas F.: Effect of Signal Jitter on the Spectrum of Rotor Impulsive Noise. Vertica,
vol. 12, no. 3, 1988, pp. 257-265.

7. Babkin, AlexanderS.: Signal Restoration of Non-Stationary Acoustic Signals in Time Domain.
NASA CR-181627, 1988.

2

145



Schmitz

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Cox, C. R.; and Lynn, R. R.: A Study of the Origin and Means of Reducing Helicopter Noise.
TCREC Tech. Rep. 62-73, U.S. Army, Nov. 1962.

Ffowcs Williamss, J. E.; and Hawkings, D. L.: Sound Generation by Turbulence and Surfaces
in Arbitrary Motion. Philos. Trans. Royal Soc. London, ser. A., vol. 264, no. 1151, May 8,
1969, pp. 321-342.

Hawkings, D. L.; and Lowson, M. V.: Theory of Open Supersonic Rotor Noise. J. Sound &
Vibration, vol. 36, no. 1, Sept. 8, 1974, pp. 1-20.

Farassat, F.: Theory of Noise Generation From Moving Bodies With an Application to
Helicopter Rotors. NASA TR R-451, 1975.

Isom, Morris P.: The Theory of Sound Radiated by a Hovering Transonic Helicopter Blade.
POLY-AE/AM Rep. No. 75-4 (Contract NAS2-8399), Polytechnic Inst. of New York, May
1975.

Gatin, L.: On the Sound Field of a Rotating Propeller. NACA TM 1195, 1948.

Garrick, I. E.; and Watkins, Charles E.: A Theoretical Study of the Effect of Forward Speed on
the Free-Space Sound-Pressure Field Around Propellers. NACA Rep. 1198, 1954. (Supersedes
NACA TN 3018.) '

Deming, A. F.: Noise From Propellers With Symmetrical Sections at Zero Blade Angle, II.
NACA TN 679, 1938.

Wright, S. E.: Discrete Radiation From Rotating Periodic Sources. J. Sound & Vibration,
vol. 17, no. 4, Aug. 22, 1971, pp. 437-498.

Hooper, W. E.: The Vibratory Airloading of Helicopter Rotors. Paper No. 46, Ninth European
Rotorcraft Forum, Sépt. 1983. '
Tangler, James L.: Schlieren and Noise Studies of Rotors in Forward Flight. 323rd Annual
National Forum, American Helicopter Soc., Inc., May 1977, pp. 77.33-05-1-77.33-05-12.
Brooks, Thomas F.; and ‘Schlinker, Robert H.: Progress in Rotor Broadband Noise Research.
Vertica, vol. 7, no. 4, 1983, pp. 287-307.

Homicz, G. F.; and George, A. R.: Broadband and Discrete Frequency Radiation From
Subsonic Rotors. J. Sound € Vibration, vol. 36, no. 2, Sept. 22, 1974, pp. 151-177.

Brooks, Thomas F.; Marcolini, Michael A.; and Pope, D. Stuart: Main Rotor Broadband Noise
Study in the DNW. J. American Helicopter Soc., vol. 34, no. 2, Apr. 1989, pp. 3-12.
Hubbard, Harvey H.; and Lassiter, Leslie W.: Sound From a Two-Blade Propeller at Supersonic
Tip Speeds. NACA Rep. 1079, 1952. (Supersedes NACA RM L51C27.)

Leverton, J. W.: The Noise Characteristics of a Large “Clean” Rotor. J. Sound & Vibration,
vol. 27, no. 3, Apr. 8, 1973, pp. 357-376.

Robinson, Frank: Component Noise Variables of a Light Observation Helicopter. NASA CR-
114761, 1973. ,
Schmitz, F. H.; and Boxwell, D. A.: In-Flight Far-Field Measurement of Helicopter Impulsive
Noise. J. American Helicopter Soc., vol. 21, no. 4, Oct. 1976, pp. 2-16.

Boxwell, D. A.; and Schmitz, F. H.: Full-Scale Measurements of Blade-Vortex Interaction
Noise. J. American Helicopter Soc., vol. 27, no. 4, Oct. 1982, pp. 11-27.

Boxwell, D. A.; Schmitz, F. H.; Splettstoesser, W. R.; and Schultz, K. J.: Helicopter
Model Rotor-Blade Vortex Interaction Impulsive Noise: Scalability and Parametric Variations.
J. American Helicopter Soc., vol. 32, no. 1, Jan. 1987, pp. 3-12.

Martin, R. M.; Splettstoesser, W. R.; Elliott, J. W.; and Schultz, K.-J.: Advancing-Side
Directivity and Retreating-Side Interactions of Model Rotor Blade-Vortex Interaction Noise.
NASA TP-2784, AVSCOM TR 87-B-3, 1988.

Martin, Ruth M.; and Hardin, Jay C.: The Spectral Characteristics of Rotor Blade-Vortex
Interaction Noise: Experimental and Mathematical Results. ATAA-87-0251, Jan. 1987.
Paterson, Robert W.; Vogt, Paul G.; Fink, Martin R.; and Munch, C. Lee: Vortez Shedding
Noise of an Isolated Airfoil. Rep. No. K910867-6 (Contract DAHC04-69-C-0089), United
Aircraft Corp. Research Labs., Dec. 1971.

146



31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51

52.

53.

Rotor Noise

Schmitz, F. H.; Boxwell, D. A.; and Vause, C. R.: High-Speed Helicopter Impulsive Noise. J.
American Helicopter Soc., vol. 22, no. 4, Oct. 1977, pp. 28-36.

Splettstoesser, Wolf R.; Schultz, Klaus J.; Schmitz, Fredric H.; and Boxwell, Donald A.: Model
Rotor High-Speed Impulsive Noise—Parametric Variations and Full-Scale Comparisons. Paper
presented at 39th Annual National Forum of the American Helicopter Society (St. Louis,
Missouri), May 9-11, 1983.

Schmitz, F. H.; Boxwell, D. A.; Dahan, C.; and Lewy, S.: A Note on the General Scaling of
Helicopter Blade-Vortex Interaction Noise. ONERA T.P. No. 1982-32, May 1982.

Sternfeld, Harry, Jr.; and Schaffer, Edward: An Investigation of Rotor Harmonic Noise by the
Use of Small Scale Wind Tunnel Models. NASA CR-166337, 1982.

Van Ditshuizen, J. C. A.; Courage, G. D.; Ross, R.; and Schultz, K.-J.: Acoustic Capabilities
of the German-Dutch Wind Tunnel DNW. AIAA-83-0146, Jan. 1983.

Lighthill, M. J.: On Sound Generated Aerodynamically. I. General Theory. Proc. Royal Soc.
(London), ser. A, vol. 211, no. 1107, Mar. 20, 1952, pp. 564-587.

Lowson, M. V.; and Ollerhead, J. B.: A Theoretical Study of Helicopter Rotor Noise. J. Sound
& Vibration, vol. 9, no. 2, Mar. 1969, pp. 197-222.

Wright, S. E.: Sound Radiation From a Lifting Rotor Generated by Asymmetric Disk Loading.
J. Sound & Vibration, vol. 9, no. 2, Mar. 1969, pp. 223-240.

Schmitz, Fredric H.; and Yu, Yung H.: Theoretical Modeling of High-Speed Helicopter
Impulsive Noise. J. American Helicopter Soc., vol. 24, no. 1, 1979, pp. 10-19.

Boxwell, D. A.; Yu, Y. H.; and Schmitz, F. H.: Hovering Impulsive Noise—Some Measured
and Calculated Results. Helicopter Acoustics, NASA CP-2052, Part I, 1978, pp. 309-322.
Schmitz, F. H.; and Yu, Y. H.: Transonic Rotor Noise—Theoretical and Experimental
Comparisons. Vertica, vol. 5, no. 1, 1981, pp. 55-74.

Boxwell, D. A.; Zinner, R. A.; and Kodani, H. M.: Boeing Vertol Model 360 Rotor Acoustic
Signature Measurements in the DNW—Volume 1. AATMR TR-88-1, U.S. Army, June 1988.
Aggarawal, H. R.;; Schmitz, F. H.; and Boxwell, D. A.: Prediction and Measurement of
Low-Frequency Harmonic Noise of a Hovering Model Helicopter Rotor. 45th Annual Forum,
American Helicopter Soc., Inc., May 1989, pp. 115-126.

Zinner, R. A.; Boxwell, D. A.; and Spencer, R. H.: Review and Analysis of the DNW/Model
360 Rotor Acoustic Data Base. NASA TM-102253, USAAVSCOM TM-89-A-002, 1989.
Farassat, F.: Linear Acoustic Formulas for Calculation of Rotating Blade Noise. AIAA J.,
vol. 19, no. 9, Sept. 1981, pp. 1122-1130.

Yu, Yung H.; Caradonna, Frank X.; and Schmitz, Fredric H.: The Influence of the Transonic
Flow Field on High-Speed Helicopter Impulsive Noise. Proceedings of the Fourth European
Rotoreraft and Powered Lift Aircraft Forum, Volume 2, Sept. 13-15, 1978, pp. 58-0-58-16.
Farassat, F.; Morris, C. E. K., Jr.; and Nystrom, P. A.: A Comparison of Linear Acoustic
Theory With Experimental Noise Data for a Small-Scale Hovering Rotor. AIAA Paper 79-
0608, Mar. 1979.

Farassat, F.; and Martin, R. M.: A Note on the Tip Noise of Rotating Blades. J. Sound &
Vibration, vol. 86, no. 3, Feb. 8, 1983, pp. 449-453.

Kittleson, John K.; and Yu, Yung H.: Holographic Interferometry Technique for Rotary Wing
Aerodynamics and Noise. NASA TM-84723, 1982.

Isom, Morris P.: Some Nonlinear Problems in Transonic Helicopter Acoustics. ARO 12937.1-E,
U.S. Army, May 1979. (Available from DTIC as AD A069 564.)

Hawkings, D.; Noise Generation by Transonic Open Rotors. Mechanics of Sound Generation
in Flows, E.-A. Muller, ed., Springer-Verlag, 1979, pp. 294-300.

Caradonna, Francis X.; and Isom, Morris P.: Numerical Calculations of Unsteady Transonic
Potential Flow Over Helicopter Rotor Blades. AIAA J., vol. 14, no. 4, Apr. 1976, pp. 482-488.
Caradonna, Francis Xavier: The Transonic Flow on a Helicopter Rotor. Ph.D. Diss., Stanford
Univ., 1978.

147



Schmitz

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

Isom, Morris P.: Acoustic Shock Waves Generated by a Transonic Helicopter Blade. 36th
Annual Forum, American Helicopter Soc., Inc., May 1980, pp. 80-63-1-80-63-16.

Caradonna, F. X.; and Steger, J. L.: Implicit Potential Methods for the Solution of Transonic
Rotor Flows. Proceedings of the 1980 Army Numerical Analysis and Computers Conference,
AROQO 80-3, U.S. Army, Feb. 1980, pp. 19-38.

Tauber, Michael E.; and Hicks, Raymond M.: Computerized Three-Dimensional Aerodynamic
Design of a Lifting Rotor Blade. 36th Annual Forum, American Helicopter Soc., Inc., May
1980, pp. 80-2-1-80-2-11.

Chattot, J. J.: Calculation of Three-Dimensional Unsteady Transonic Flows Past Helicopter
Blades. NASA TP-1721, AVRADCOM TR-80-A-2, 1980.

Shenoy, K. Rajarama: A Semiempirical High-Speed Rotor Noise Prediction Technique. 38th
Annual Forum, American Helicopter Soc., Inc., May 1982, pp. 508-516.

Hanson, D. B.; and Fink, M. R.: The Importance of Quadrupole Sources in Prediction of
Transonic Tip Speed Propeller Noise. J. Sound & Vibration, vol. 62, no. 1, Jan. 8, 1979,
pp. 19-38.

Prieur, J.: Calculation of Transonic Rotor Noise Using a Frequency Domain Formulation. 48rd
Annual Forum, American Helicopter Soc., Inc., May 1987, pp. 469-479.

Isom, Morris; Purcell, Timothy W.; and Strawn, Roger C.: Geometrical Acoustics and
Transonic Helicopter Sound. ATAA-87-2748, Oct. 1987.

Purcell, Timothy W.: CFD and Transonic Helicopter Sound. Paper No. 2, Fourteenth European
Rotorcraft Forum, Sept. 1988.

Nakamura, Yoshiya: Prediction of Blade-Vortex Interaction Noise From Measured Blade
Pressure. Paper No. 32, Seventh European Rotorcraft and Powered Lift Aircraft Forum,
Volume 1, Deutsche Gesellschaft fur Luft- und Raumfahrt e. V., Sept. 1981.

Schultz, Klaus-J.; and Splettstoesser, Wolf R.: Prediction of Helicopter Rotor Impulsive
Noise Using Measured Blade Pressures. 43rd Annual Forum, American Helicopter Soc., Inc.,
May 1987, pp. 405-420.

Joshi, Mahendra C.; Liu, Sandy R.; and Boxwell, Donald A.: Prediction of Blade-Vortex
Interaction Noise Using Measured Blade Pressures. AIAA-87-2749, Oct. 1987.

Brentner, Kenneth S.: Prediction of Helicopter Rotor Discrete Frequency Noise—A Computer
Program Incorporating Realistic Blade Motions and Advanced Acoustic Formulation. NASA
TM-87721, 1986.

George, A. R.; and Chang, S.-B.: Flow Field and Acoustics of Two-Dimensional Transonic
Blade-Vortex Interactions. AIAA-84-2309, Oct. 1984.

Rai, Man Mohan: Navier-Stokes Simulations of Blade-Vortex Interaction Using High-Order
Accurate Upwind Schemes. ATAA-87-0543, Jan. 1987.

Srinivasan, G. R.: and McCroskey, W. J.: Numerical Simulations of Unsteady Airfoil-Vortex
Interactions. Vertica, vol. 11, no. 1/2, 1987, pp. 3-28.

Baeder, J. D.: Computatioin of Non-Linear Acoustics in Two-Dimensional Blade-Vortex
Interactions. Paper No. 1-1, Thirteenth European Rotorcreft Forum, Sept. 1987.

Lyrintzis, A. S.; and George, A. R.: Far-Field Noise of Transonic Blade-Vortex Interactions.
J. American Helicopter Soc., vol. 34, no. 3, July 1989, pp. 30-39.

George, A. R.: Analyses of Broadband Noise Mechanisms of Rotors. Recent Advances in
Aeroacoustics, Anjaneyulu Krothapalli and Charles A. Smith, eds., Springer-Verlag, c.1986,
pp. 87-127.

Paterson, Robert W.; and Amiet, Roy K.: Noise of a Model Helicopter Rotor Due to Ingestion
of Turbulence. NASA CR-3213, 1979.

Simonich, John; Schlinker, Robert; and Amiet, Roy: Experimental Assessment of a Turbulence
Ingestion Noise Theory. 44th Annual Forum, American Helicopter Soc., Inc., June 1988,
pp. 731-745.

Glegg, Stewart A. L.: The Prediction of Blade Wake Interaction Noise Based on a Turbulent
Vortex Model. ATAA-89-1134, Apr. 1989.

148



76.

77.

78.

79.

Rotor Noise

Boxwell, D. A.; and Schmitz, F. H.: In-Flight Acoustic Comparison of the 540 and K747 Main
Rotors for the AH-1S Helicopter. Production Validation Test-—Government: Karman K747
Improved Main Rotor Blade, USAAEFA Project No. 77-38, U.S. Army, Oct. 1979, pp. 65-90.
Stepniewski, W. Z.; and Schmitz, F. H.: Possibilities and Problems of Achieving Community
Noise Acceptance of VTOL. Aeronaut. J., vol. 77, no. 750, June 1973, pp. 311-326.

Tangler, James L.: The Design and Testing of a Tip To Reduce Blade Slap. Preprint No. 963,
31st Annual Forum, American Helicopter Soc., Inc., May 1975.

Brieger, John T'.; Maisel, Martin D.; and Gerdes, Ronald: External Noise Evaluation of the XV-
15 Tiltrotor Aircraft. Paper presented at American Helicopter Society National ‘Specialists’
Meeting on Aerodynamics and Aeroacoustics (Arlington, Texas), Feb. 25-27, 1987.

149






3 Turbomachinery 939852

Noise N9 211&;@@1

o, Fooe 2N
ND37 =
£ f
Lead author _— 44 g
& ;,w Y
John F. Groeneweg ;g:; e
NASA Lewis Research Center }Zsif
Cleveland, Ohio M
Contributing authors / : N
Thomas G. Sofrin Edward J. Rice N D
Consultant to Pratt and NASA Lewis Research Center
Whitney Division Cleveland, Ohio
United Technologies
Windsor Locks, Connecticut
Phillip R. Gliebe o~ 3.
General Electric Company ¢ L wf‘&”‘ /! ) "“) A 5?
Cincinnati, Ohio
Introduction

kTypical Engine Components and
Configurations

Rotating and stationary blades, often in proximity to each other, are the essence
of turbomachinery as used in flight vehicle propulsion. Fans, compressors, and
turbines each can generate significant tonal and broadband noise. Figure 1 is a
schematic cross section of the most common propulsion system used in commercial
civil aviation—the high-bypass-ratio turbofan engine. The most prominent compo-
nent, the fan, whose noise-generating mechanisms are outlined in figure 1, will be
the focus of much of the discussion in this chapter because it is the primary turbo-
machinery noise source and the physics involved illustrates the key elements of the
aeroacoustics of turbomachinery. Compressor and turbine noise can be important at
low power settings, particularly for the blade rows nearest the core inlet or exhaust.
Other propulsion systems, such as the turbojet and turboprop, have turbomachinery
configurations similar in component arrangement to the core portion of the turbofan.

Contributions to Flyover Noise

The primary concern for turbomachinery noise is the community exposure during
takeoff and approach operations. Contributions of turbomachinery components to
flyover noise are shown in figure 2 as taken from system noise predictions for an
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energy efficient engine design study (ref. 1). The fan component controls the total
perceived noise at both takeoff and approach, even with suppression by substantial
use of acoustic treatment. The high bypass ratio (6 in this example) accounts for
the less than dominant jet noise at takeoff. Additional fan treatment would uncover

the turbine at approach and could also bring compressor noise (not shown) into the
picture.

Va Inflow disturbances
/
/"~ lnlet boundary layer § — Rotor’

/ / Va Strut potential.

Acoustic
treatment

A
- Turbine exit

<~ Rotor N Wakes
leading * Rotor { Vortices — Stator
edge Turbulence
shocks

Figure 1. Schematic cross section of turbofan engine with turbomachinery
noise-generating mechanisms.
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Figure 2. Component flyover noise levels for advanced turbofan. (From ref. 1.)
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Turbomachinery Noise

Operating Regimes and Spectral
Content

Typical values of turbofan geometric and aerodynamic operating parameters
are listed in table 1. Most recent designs favor fewer blades with wide chords.
The two operating points of interest for community noise, approach and takeoff,
correspond to subsonic and supersonic tip Mach numbers. Corresponding far-field
spectra are very different in character, as shown by the narrow-band examples in
figure 3. Subsonically, blade-passage frequency and its harmonics are superimposed
on a broadband component, while supersonically, all multiples of shaft frequency
appear. The latter are referred to as multiple pure tones, or “buzz saw” noise,
prominently radiated from turbofan inlets during takeoff. Compressor tones radiate
from the inlet and also may produce sum and difference frequencies from interaction
with or scattering by the fan tones. Turbine tones radiating from the core exhaust
are higher in frequency than the fan fundamental because of higher numbers of blades
per stage.

Table 1. Typical Turbofan Geometric and Aerodynamic Operating Parameters

Design pressure ratio . . . . . . . . . L oL L0 Lo e e e e e 1.5 to 1.7
Design tip Machmumber . . . . . . . . . . . L ... 0oL 1.1to1.4
Tip relative Mach number . . . . . . . . . . . . .. .. 0.8 (approach) to 1.5 (takeoff)
Solidity, chord/spacing . . . . . . . . . . ..o e 1.0t0 1.5
Work factor . . . . . . . . . L e e e e 0.3 to 0.6
Bladenumbers . . . . . . . . 0000 L s s e e e e e e 20 to 40
Hub/tipratio . . . . . . . . . . L . e e e e e e 0.4

Elements of the Generation Process

The physical processes which link unsteady aerodynamics of the turbomachinery
flow field to the resultant far-field acoustic signature are shown in the flowchart
in figure 4. Elements in ovals are inputs to (or outputs of) the processes in the
rectangles. The four processes—blade unsteady aerodynamic response; acoustic
coupling to the duct; propagation in the duct, which may contain other blade rows
and have acoustically treated walls; and acoustic coupling (radiation) to the far
field—have each been studied and modeled separately as convenient elements of
the overall problem. A knowledge of the inputs and outputs—unsteady flow field
disturbance experienced by the blades; fluctuating blade surface pressures; and duct
acoustic mode content at the entrance and exit of the duct—is required to link the
processes and arrive at the final output, which is far-field directivity and spectra.
At supersonic relative blade velocities, a rotor-locked shock wave system appears on
the blades and couples to the duct in a way which depends on nonlinearities and
blade-to-blade differences. This mechanism is denoted in figure 4 by the elements
enclosed by dashes in the upper right.
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T Blade-passage
-1 frequency (BPF)
—— - ; harmonic tones/v
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(a) Subsonic tip speed.
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/
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(b) Supersonic tip speed.
Figure 3. Typical turbomachinery sound power spectra.

From an experimental viewpoint, the intermediate inputs or outputs denoted in
figure 4 are often missing; only acoustic measurements in the far field are available
for a particular turbomachine operating point. In fact, one of the greatest hindrances
to applying theories for the individual processes to practical situations has been the
lack of definition of the key input-output quantities at the interfaces. Diagnostic
measurements of flow disturbances, blade surface pressures, and modal content have
begun to correct this deficiency.

This chapter first discusses some theories used to describe the processes in figure 4.
A description of noise mechanisms which have been identified experimentally follows;
this description deals in large part with the inputs and outputs. Sample applications
of the theory and experiment to specific in-flight sources are followed by an overview
of full-scale-engine machinery noise technology. Finally, concluding remarks indicate
the significance of recent advances and point out unsolved problems requiring
attention to move toward more integrated quiet designs.

154



Turbomachinery Noise

Internal disturbances Inflow distur.bances
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Figure 4. Turbomachinery noise-generation processes.
Process Description: Theory

Blade Pressures

Fluctuating pressures for which phase or trace speed with respect to a stationary
observer is supersonic radiate sound to that observer. The origins of the fluctuating
pressures on blade rows are incident vortical disturbances called gusts.

Blade Response to Periodic and Random Gusts

An incident periodic gust, “frozen” in the flow, is invariant with position as it
is transported with the mean flow velocity Us. With respect to a particular blade
row, the mathematical description takes the form

uo = aexpli(k-y — k1Urt)] (1)

where the vortical gust velocity vector uy has amplitude a and is transported past
the airfoil with relative velocity U,. The coordinate system y is fixed to the blade,
with the y; direction along the blade chord. The velocity component normal to the
chord in the y direction is the “upwash” and is responsible for the blade pressure
fluctuations in the linearized approximation.
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The fluctuating normal force per unit span on the blade Fy is given by the
expression

Fy = mpoUrageexp [i(ksys — knUr)| G (1, ks, My ) (2)

where c is the blade chord, p, is the ambient density, and G is the response function for
a gust of wave number k convecting at U, with respect to the blade. The chordwise
wave number is k1 = w/U; and the reduced frequency of the gust is 0 = we/2Ur,
where w is the gust frequency.

An array of solutions for G in special cases exists (refs. 2 to 7), some of which
are summarized in table 2. They range from the simplest, the Sears function S for a
single airfoil in incompressible flow (ref. 2), to three-dimensional gusts impinging on
a cascade of thin airfoils (refs. 3 and 6). The Goldstein and Atassi case is included as
the one departure from linearized analysis which examines the second-order effects
of finite loading, namely, thickness, camber, and angle of attack.

Table 2. Gust-Airfoil Response Models

Investigator |Reference | 2D/3D | Airfoil geometry Flow Description

Sears 2 2D  |Single, Incompressible
S(o) infinite span
Goldstein 3 2D Single, Compressible -|High-frequency limit
S(o, M;) semi-infinite chord, ‘
infinite span
Amiet 4 2D  |Single, Compressible |Low-frequency limit
S(o, M,) infinite span
Graham 5 3D gust |Single, Compressible {Developed relations
G(ky, k3, M;) infinite span between special cases
above
Namba 6 3D Cascade, Compressible |Annular cascade
finite span
Goldstein 7 2D Single Incompressible |Effect of thickness,
and Atassi camber, angle of attack,
and high-frequency
limit
Goldstein 3 2D Cascade, Compressible |Linear cascade
finite span

Figure 5 compares the magnitudes of the Sears function and its compressible
approximations with those of the oblique gust response of Filotas (ref. 8), which
includes the spanwise components of the wave number g3 = k3c/2. As shown, the
spanwise gust components reduce the magnitude of the response. Phase shifts also
occur.

When the incident gusts are random rather than periodic, the gust velocity
expression (eq. (1)) takes the form of a continuous spectrum of vortical velocity
disturbances. For a frozen gust in homogeneous turbulence, the blade-lift-power
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Figure 5. Airfoil gust response functions for single airfoil.

spectral density Hog is given by

Hoy(y3, k3,w) = (mpoc)?Uy

G<ik M)2/<I> (i"—k k)dk (3)
Ur’ 3 Ly 22 UT,253 2

where ®99 is the moving-axis spectral density of the upwash velocity. (See chapter 3
of ref. 3.)

Rotor-Locked Blade Pressure Field

When the steady pressure field “locked” to any particular element of the rotor
surface moves supersonically with respect to a stationary observer, sound is radiated
to the observer. The presence of the duct around the rotor modifies the radiation
condition, as is shown where coupling to the duct is discussed. If velocities relative to
the rotor blades are supersonic, the rotor-locked pressure field takes on the distinctive
impulsive character associated with shocks on the blades and the inlet propagation
leads to formation of multiple pure tones.

Coupling to the Duct—Modes and
Cutoff!

Knowledge of the modal structure of sound generated by blade-vane combinations
and other periodic interactions is useful in several ways. Propagation in the duct
can be predicted and may be controlled, sound-absorbing liners can be designed
effectively, radiation directivity patterns can be estimated, and, to some extent,
acoustic blade design may benefit from such information.

This section describes, in general terms, how the unsteady aerodynamic forces
just discussed couple to the duct and generate acoustic modes. The structure of the
analysis is best revealed if we consider a duct of any cross-section geometry having
acoustic modes denoted by 94(r), where r is the two-dimensional position vector of

1 Section authored by Thomas G. Sofrin.
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a point in a cross section in an appropriate coordinate system. For harmonic time
dependence we have

p(,1,1) = Re|P(z,r) exp (—iwt)] @
The pressure p at (z,r) due to a unit, concentrated, harmonic force at (zo,r,) is
called the Green’s function. This function, which may be considered an “influence
coefficient,” is different for unit forces in the z-direction and for forces in either of
the cross-section coordinate directions. The analysis assumes that one such specific
force orientation is under consideration. This Green’s function is denoted by

G(z,r|zo,10)

Instead of a single concentrated force at (x,, ro), the force is distributed over a region.
For simplicity it is assumed that it is distributed over a cross-section plane at z = z,.
If its intensity (force per unit area) is f(ry), the force on a surface element dS, is
f(ro) dS, and the resulting pressure P at (z,r) is the product

G(z,r|zo,10) f(ro) dS,

Consequently, the effect of the complete force distribution is expressed by the integral
over the source plane:

P, 1) = /S (=, |20, T0) f (o) dSo 5)

Expressions for the Green’s functions for common duct geometries exist (e.g., ref. 9),
but equation (5) does not give the desired result directly.

We are not primarily interested in the local pressure at (z,r), but rather in the
modal composition of the pressure at station x. That is, we require the coefficients
of the modal components 1,4(r) at . These can be obtained as follows.

Since G(z,r|zo,ry) is the pressure resulting from unit force at (z,,r,), it can be
expanded in a series of modal functions 3,. The source distribution can be similarly
expressed. The resulting integral in equation (5) can then be easily evaluated since
the ¢-functions are orthogonal. The result is automatically in the desired form for
the modal composition of the acoustic pressure at z.

Accordingly, let the source distribution be represented by the series

f(ro) = Z fatbq(ro) (6)
q .

The coefficients f; depend on details of the unsteady aerodynamics and also on the
modal functions 94 for the duct geometry. They must be obtained by numerical
methods. )

The expansion of the Green’s function is a more complicated expression, but
it has the advantage of being known for common geometries (ref. 9). It is more
complicated because z and r must be involved as well as r,. The Green’s function
can be expanded in the following form:

G(z,r|To,T0) = Z Gptp(r)¥p(ro) exp {i [kzp(z — )] } (7
P
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The G, coefficients are known constants, generally involving frequency. Also, the
axial wave number kzp is frequency dependent. Above cutoff for the v, mode, kzp
is real and a propagating wave results. At lower frequencies kg, is imaginary, an
indication of exponential decay.

With the expansions in equations (6) and (7), equation (5) can be arranged as
follows:

P(z,r) = Z fq Z Gp"/)p(r) [5' ¢p(ro)¢q(ro) dS, exp {'L [kzp(m - -To)] }
q p o

Since the modes 3, and 1, are orthogonal, the integral vanishes for all p # ¢. In
the case of p = ¢ the integral [ zpp(ro)2 dS, is denoted by A4S,, and the resulting

. equation is
P(z,r) = Z AgSofqGqibq(r) exp {i [keq(z — z0)] } (8)
q

(The normalizing factors AqSo are frequently included with the known coeffi-
cients Gy or the functions 1/),]] in which case eq. (8) can be written as P(z,r) =
})

Z Gytg(r) exp {i [kzp(z — 20)

Equation (8) states that the pressure amplitude of the mode 1, at station x is
proportional to the product of f; and G4. This fact is intuitively clear—f; is the
strength of the gth modal distribution of the exciting force at the source and G is
the “transfer function” relating the pressure response at station z in mode ¢q to a
unit strength force distribution in the same shape or mode at the source plane z,.

All the factors in equation (8), with the sole exception of fg, are fixed functions
of the duct geometry and are completely independent of the aerodynamic forcing
functions (although Gy is different for different force orientations such as axial,
tangential, or radial). Two ways of producing but a small modal amplitude are
the following:

1. Mode ¢ is cut off at the operating frequency Cutoff is defined such that
the wave number k;q is imaginary (or has an imaginary part), so that the function
exp {4 [kzp(z — xo)]} supplies an exponential attenuating factor to v,. Specifically,
the cutoff ratio £ is defined as & = koro/0mn B, where amy, is the duct eigenvalue for
the (m,n) mode and 3 = (1 — Mlz))l/ 2 where Mp is the duct axial Mach number.
For £ > 1, the (m,n) mode propagates. For annular duct geometry the details of
the mode functions are given in reference 10. The kinematic expression (see ref. 11)
relating £ to rotor-blade and stator-vane numbers B and V is

sB l M; 9)

bmn = ‘sB —kV| Mz B

where s and % are harmonic integers, M; is the blade-tip rotational Mach number,
and My, is amn/m (where m = sB — kV).

2. If mode q propagates, a way of reducing its strength is to design the aero-
dynamic force excitation distribution so that the coefficient f; is small. This means
that the force is distributed over the source plane in such a way that when it is
resolved into a set of ¥(r,) functions, the gth mode 94(r,) is substantially absent.
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In practice (to the extent that tailoring of the force field is feasible) the objective
should be to have the lower order modes (as measured by the eigenvalues) cut off.
This cutoff is conventionally done by selection of blade and vane numbers and is
feasible for, at most, a very few circumnferential modes. Then, for the propagating
modes, the radial distribution should be tailored. (To simplify notation, a single
index has been used to identify modes, such as v,. For specific ducts such as
annular or cylindrical, a double subscript is used, such as ;. Here m specifies
the “circumferential mode” number and u indicates the associated “radial mode”
number. As discussed elsewhere, the various values of vy, are the products of
harmonic and Bessel functions.) For example, if the mode m = 8, u = 0 propagates,
it may be found that the associated radial modes ;+ = 1 and 2 also propagate but
that m = 8, u > 3 do not. Then, if the radial force distribution is shaped such
that it has only small components for 4 = 0, 1, and 2 (with the bulk of its energy
in higher radial modes), these higher modes will decay and give the desired result.
The implementation of these strategies for minimizing acoustic mode amplitudes is
discussed in more detail in the section entitled Fuli-Scale Engine Applications.

Blade Row Transmission

As acoustic modes generated on a blade row propagate upstream and downstream
in the engine ducts, they encounter other blade rows which both reflect and scatter
the acoustic energy flux. For example, rotor viscous wakes and tip vortices interacting
with a stator produce upstream-propagating modes which must traverse the rotor
before reaching the inlet entrance and radiating to the far field. Some of the modal
energy flux is reflected back to the stator, which must be negotiated before radiation
from the exhaust duct can occur. The rotor also scatters incident modes into
other circumferential orders, the result being a shift in modal energy into other
harmonics of rotor blade-passage frequency. If the modal content incident on the
rotor is generated from a downstream rotor turning at a different angular rate, the
upstream rotor can scatter incident modes from the downstream rotor into sum and
difference frequencies of the two. Methods of quantifying these phenomena will now
be described.

Energy Reflection and Transmission

Table 3 summarizes blade row transmission analyses available in the literature
(refs. 12 to 18). References 12 and 15 obtained results similar to the actuator disk
analysis of reference 13 even though the approaches and assumptions were quite
different. The overall dependence of transmission on relative Mach number along
the blade chord M, and two-dimensional cascade geometry are illustrated in figure 6
(from ref. 13). The incidence angle with respect to the blade chord is «, and the
stagger angle is x. It is worth noting that the incident wave direction is defined by
the group velocity vector defining energy flux in the wave. The abscissa, § = x — «a,
is the incidence angle with respect fo the duct axis. Two values of § exist where
transmission is potentially high. The obvious one is where the wave is aligned with
the blades (6§ = x) and the transmission is completely independent of M. The other
potentially high transmission angle is limited to low M;, approaches a transmission
coefficient of 1 as M, — 0, and corresponds to the case where the scattering dipoles
on the blade surfaces have their axes aligned with the blade chord.
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Table 3. Blade Row Transmission Analyses

Investigator Reference Methods

Mani and Horvay 12 Wiener Hopf; 2D; ¢ >> A;
includes scattering from one harmonic to another

Kaji and Okazaki 13 Actuator disk (includes steady loading); 2D; solidity: s — 0
Kaji and Okazaki 14 Accelerator potential; 2D; finite solidity

Amiet 15 Quasi-steady Prandtl-Glauert with far-field radiation;
A>> G A>>s

Philpot %16 Used Amiet in 2D stripwise form

Cumpsty 17 Linear kinematic arguments: scattering and production of sum
and difference tones

Cumpsty 18 Role of blade row transmission in rotor-stator interactions;
radial scattering emphasized

¢ Heavily experimental.

M, Transmission coefficients
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Figure 6. Blade row transmission. (Based on ref. 13.)

Since real fans have continuously varying stagger angles from hub (low x) to tip
(high x), each blade chordwise strip transmits incident sound waves differently. Strip
theory approximations (refs. 16 and 18) have been used in attempts to account for
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the transmission of actual annular duct modes. The equations for wave angles and
transmission coeflicients may be expressed in terms of cutoff ratio. For the special
case where swirling flow exists, such as between rotor and stator, the cutoff ratio is
more complex. In a three-dimensional rectangular approximation to a thin annular

geometry,

1 sm 9 (8mMN2 1

22 (E) -4 (R +a (10
where s = —1 for contrarotating and 1 for corotating modes, &; is the cutoff ratio

with swirling flow, and R is the average radius of the annulus.

Multistage Transmission

Propagation through multistage axial-flow machines having nonuniform annular
ducts carrying the mean axial and swirling flow is treated in reference 19. The
analysis is based on an electrical transmission line analogy (four-pole theory) where
the annular duct is treated with a strip theory applicable to high hub-tip ratios.
No modal distortion is considered, so A is greater than twice the blade pitch. Large
cascade coupling effects (nonlinearities) exist at low frequencies, and flow swirl affects
cutoff (as noted in eq. (10)) and propagation.

Duct Propagation and Radiation?

Since another chapter deals with this subject in detail, including propagation in
lined ducts, only a limited discussion is included here.

The emphasis in this section is on a propagation description in terms of cutoff
ratio for untreated ducts. This approach is compatible with ray acoustics and has
the advantage of appealing to physical intuition in terms of wave fronts and rays.
The specific goal here is to offer a tool for diagnosis of turbomachinery source noise
through analysis of far-field directivity or modal content at diagnostically significant
locations in the engine ducts. Just as blade rows can scatter incident energy into new
modes, area changes can also involve modal scattering particularly if axial gradients
in the area are high.

Inlets— Upstream Propagation

If all blade row transmission effects have been accounted for, the modal content
propagates to the far field through variable-area ducts carrying flow and radiates
from duct openings through nonuniform flow fields. For inlet radiation two distinct
flow fields are of interest: largely radial potential flow in the static test case, and
flow from an inlet stream tube that is only slightly larger than the inlet diameter in
the flight case. The Wiener-Hopf technique, applicable only to inlet lips of negligible
thickness, has been applied to two idealized cases. One is uniform external and
internal flow at the same Mach number, and the other is external flow at a constant
Mach number bounding a cylinder of higher uniform Mach number extending out
of the inlet. The former is an approximation to the flight case but the latter is
unrepresentative of any real inlet flow. Two other approaches to analyzing inlet
radiation have been followed. The first uses simplifying assumptions based on ray

28ection authored by Edward J. Rice.
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acoustics, while the second uses a fully numerical solution incorporating the actual
flow field and inlet lip geometry.

Approximate expressions for inlet radiation have been developed in terms of mode
cutoff ratio £&. The key simplification in the cutoff ratio formulation is that modes
with the same ¢ and with n = fD/c propagate similarly to the far field. This
has been demonstrated for radiation from a flanged duct without flow (ref. 20) and
is fairly accurate for principal-lobe radiation (ref. 21). Two important duct mode
propagation angles, ¢; and g, are defined in reference 22 as

-Mp+ S
1-MpS

Sy/1— M2
oS Pz VD (12)
V1-M3Ss?

S=4/1-(1/¢6%) (13)

and Mp is the duct axial Mach number. Here, ¢, and ¢, are respectively the angles
which the vector normal to the wave front and the group velocity vector make with
the duct axis. The duct mode angle 1, given by equation (12), closely approximates
the angular location of the principal lobe in the far field (ref. 22). This conclusion
was reached by inspection of the directivity coeflicient appearing in the Wiener-
Hopf solution for the case of uniform flow everywhere (ref. 23); an expression for
the principal-lobe angle identical to equation (12) was obtained. The approximate
equality of duct mode angle and far-field principal-lobe radiation angle suggests that
ray acoustics arguments can be used to link the two angles for cases where the flow
is not uniform.

Ray acoustics ideas have been applied to the case where far-field velocity is
substantially less than inlet duct velocity, the limit being the static case, where far-
field velocity is zero. Based on a ray acoustics analysis which showed that refraction
in a potential flow is second order with respect to Mach number (ref. 24), the wave
fronts were assumed to be unbent going from duct to far field. That is, ¢, was
assumed to be unchanged. Since ¢; and v, are identical if Mach number is zero, the
group velocity in the far field was assumed to have been shifted. At Mp = —0.4 and
& = 1 (near cutoff), the calculated radiation peak is at 66° while the group velocity
in the duct propagates at ¥; = 90°. A peak near 66° was observed in the far field
for a nearly cut off mode generated by a controlled fan source (ref. 25). However,
the agreement of this observed peak with the theory, which neglects lip shape, may
be misleading. A propagation phenomenon associated with the very thick inlet lip
used in the experiment may have controlled the principal-lobe location. An analysis
of propagation in a variable-area duct with gentle area variation showed that mode
identity is preserved (i.e., no scattering occurs, refs. 26 and 27). Thus, as a mode
propagates from the inlet throat to the highlight, £ increases causing ¢, and v, to

COS ¢y = (11)

and

where
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decrease. Recent extensions of ray theory for propagation through an irrotational
flow (refs. 28 and 29) imply that it is the group velocity vector which is unchanged,
not the normal to the wave fronts. The difference between the two assumptions is
significant; for example, the 66° versus 90° peak near cutoff and current evidence
point to preservation of group velocity as the better approach.

Numerical Model

A hybrid numerical program has been developed (ref. 30) and exercised (ref. 31)
to calculate both the internal and external sound propagation for actual engine inlet
geometry and flow conditions. It is a hybrid program in the sense that a finite-element
method is used to calculate sound propagation within the duct and in the near field
and an integral radiation method handles the sound propagation in the far field.
Iteration is required to match the two solutions at the interface. A potential-flow
program is used to generate the steady flow for the actual inlet geometry; boundary
layers are not included. The input to the program is the pressure profile for a given
mode in the annulus at the fan source. Although the combination of high Mach
number and high frequency requires huge amounts of computer storage, some inlet
geometry effects at modest frequencies and Mach numbers have been studied which
were previously impossible to analyze.

Figure 7 contains the numerically predicted inlet tone directivity and the mea-
sured levels generated by a controlled source—a JT15D engine with inlet rods
(ref. 25). A single (13, 0) mode propagates at the fan speed shown. The excellent
agreement between the hybrid solution and the data is in contrast to the Wiener-Hopf
solution for an infinitely thin lip. The thick lip used in the experiment (thickness-
to-diameter ratio of 0.5) shifts the radiation peak toward the axis, as discussed in
the preceding section, and acts as a shield to reduce the levels in the aft quadrant.
The dependence of the directivity on inlet lip thickness is illustrated in figure 8, in
which the shielding effect is also clearly evident. The numerical results show that
the radiation peak moves aft as the lip gets thinner. At a thickness-to-diameter ratio
of 0.1, the radiation pattern agrees very well with the Wiener-Hopf (zero thickness)
result shown in figure 7. The hybrid program is a powerful tool for the solution of
“real” inlet radiation problems.

Ezhaust Radiation

In contrast to the complex inlet flow field, the exhaust flow, with mixing
neglected, is much simpler. The fan exhaust may be approximated as an emerging
cylindrical flow at Mp surrounded by a uniform flow at free-stream Mach number
Myo; these conditions fit the requirements for an exact Wiener-Hopf radiation
solution. The approach of using ray acoustics and mode cutoff ratio to approximate a
solution can also be applied with more confidence to the aft slip layer. Starting from
the equation for the zero-flow flanged duct radiation, a coordinate transformation was
applied to account for the duct flow, and ray acoustics arguments were applied across
the slip layer (ref. 32). Single-mode aft directivity from the approximate expression
is presented with results from the full Wiener-Hopf solution (ref. 33) in figure 9.
The good agreement builds confidence in the simplifications used to generate the
approximate solution. The Wiener-Hopf solution gives finite levels in the zone of
silence, although the particular values from reference 33 are believed to be incorrect.
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Figure 7. Theoretical and experimental single-mode inlet directivity. 3150 Hz;
(13,0) mode; fan speed, 6750 rpm. (From ref. 31.)
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Figure 8. Effect of inlet lip thickness on single-mode directivity. Mp = 0;
3150 Hz; (13,0) mode; theory normalized to 100 dB at 60°. (From ref. 31.)

The location of the principal lobe in the far field ¢y, is found from the
approximate theory (ref. 32) to be

_ —Mp+6/E-1(1 - MD)
O V1r T H = MB)E+ MpvE = 1) e
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Figure 9. Approzimate and exact single-mode aft directivity patterns. (8,4)
mode; Mp = 0.6; M, = 0; n = 7.11. (From ref. 32.)

for the static case (Mo = 0). For Mp = 0.6 and { = 1, 94, = 160° measured from
the exhaust axis indicates that modes near cutoff radiate to the inlet quadrant. The
analogous inlet analysis (eq. (12)) indicated that near-cutoff-mode peaks remain in
the inlet quadrant. Thus, the inlet quadrant contains the near-cutoff-mode peaks no
matter where the sound originates.

The locations of the peak sound pressure levels (the principal lobes) radiated from
both inlet and exhaust are shown superimposed in figure 10, which relates cutoff ratio
to principal-lobe angular location. Note that low cutoff ratios are associated with
modal propagation nearly perpendicular to the duct axis, a situation favorable for
absorption of the sound by duct linings. In contrast, high cutoff ratios are associated
with nearly axial modal propagation, a situation where absorption by wall treatment
is minimal. For the case illustrated in figure 10, aft duct modes radiating in the aft
quadrant dominate the principal-lobe peaks in the range of angles important to
flyover noise.

Broadband Noise Radiation

In the previous discussions it is implied that we are dealing with tones which are
dominated by a few, or at least a reasonably limited number of, modes. This is not
the case for broadband noise, which is produced by sources which are random in both
time and location. All propagating modes will be energized, and the problem is to
estimate the distribution of energy in the various duct modes, the number of which
can be immense at the high frequencies encountered with turbofan noise. Idealized
models, such as equal amplitude per mode or equal energy per mode, have been
assumed for this modal distribution. Because of the random nature of the noise
source, equal energy per mode is an appealing assumption. In fact, Dyer (ref. 34)
has shown that a random source in a circular duct would produce equal partitioning
of energy in the modes.

Because of the large number of modes carrying energy, it is also convenient to
consider an integration over the modes (continuum assumed) as an approximation
to the exact summation to account for the total energy. These two ideas, integration
and equal energy per mode, have been combined in reference 20 to provide a very
simple approximation for the far-field distribution of broadband noise, P = cos1.
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Figure 10. Location of peak sound pressure of single modes. Modes identified
by cutoff ratio.

This radiation directivity has been compared with broadband inlet radiation data in
reference 20 and the agreement is very good. The same approach was tried for the
tonal energy which is produced by somewhat random inflow distortion. For this case
the continuum idea seems to hold, but the energy is distributed more heavily toward
near cutoff modes. Radiation of broadband noise from the aft duct has been treated
in the same approximate manner in reference 32. Again, an approximate expression
was derived which shows reasonable agreement with experimental data.

Mechanism Identification: Experiment

In any turbomachinery there are usually several contributing noise-generating
mechanisms simultaneously at work. The term “mechanism identification” as used
herein refers to pinpointing the blade row and origin of a particular pressure field
which is unsteady when viewed in the laboratory reference frame and which is
responsible for a substantial part of the radiated acoustic power. A particular flow
disturbance or nonuniformity interacting with a particular blade row results in blade
pressure fluctuations, portions of which couple to propagating acoustic modes in the
duct. Rotor-alone steady pressure fields radiate only when the ducted rotor reaches
or exceeds a rotational speed near supersonic tip speed, depending on the number
of blades. The labels on the engine cross section in figure 1 indicate some of the
candidate turbofan mechanisms. Flow disturbances are grouped according to the
blade row with which they interact.

Flight Simulation—Inflow Control

The flow disturbances may be alternatively classified as those originating exter-
nal to the engine but drawn into the inlet and those originating inside the engine.
Although it has long been recognized that ingested external disturbances may con-
trol fan noise generation (ref. 35), it was the high-bypass-ratio engine flyover noise

167



Groeneweyg, Sofrz'n, Rice, and Gliebe

data, acquired in connection with noise certification requirements, which established
that ground-test tone levels are controlled by extraneous inflow disturbances unrep-
resentative of flight (ref. 36). In fact, the practicality of the concept of choosing the
vane-blade ratio for cutoff (refs. 10 and 11) to greatly reduce the fundamental tone
was first demonstrated in rig tests and later conclusively confirmed in flight and in
wind tunnels, as shown by the examples in figure 11. Both fans (figs. 11(a) and 11(b))
were designed for cutoff at subsonic tip relative Mach numbers and showed dramatic
decreases in fundamental tone levels in flight or with forward velocity.
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Fan tip relative Mach number

(a) High-bypass-ratio engine in flight.
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(b) Fan in anechoic wind tunnel.

Figure 11. Effect of forward velocity on fan blade-passage tone in inlet duct.
(From ref. 36.)

Flight Simulation

The approach to controlling the inflow for flight simulation in static tests has
evolved around the concept of inlet honeycomb—grid flow conditioners which must
be acoustically transparent over the frequency range of interest. Figure 12 shows
the range of inflow control devices (ICD’s) investigated at the NASA Lewis Research
Center (refs. 37 to 40). The sizes of the external devices, shown in figures 12(a)
and 12(b), ranged from roughly 4 to 2 fan diameters D/Dg,,. An in-duct honey-
comb was aerodynamically effective but unacceptable from an acoustic transmission
standpoint. The first-generation design (fig. 12(a)) drew on flow conditioning work
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for turbulence reduction (ref. 41) to arrive at the screen-honeycomb composite struc-
ture. The most recent version (fig. 12(b)) is reduced in size, uses honeycomb only,
and employs thinner support ribs with more carefully bonded joints and cleaner at-
tachment to the inlet lip (ref. 42). The shape conforms to an equipotential surface.

Flight data from a JT15D engine on an OV-1 test-bed aircraft (ref. 40) confirm
the effectiveness of the ICD of figure 12(b), as shown in figure 13. The fundamental
tone directivity with inflow control agrees well with the flight data except at the
most forward angles, where the signal-to-noise ratio is low for flight.
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Figure 12. Inflow control devices for flight fan noise simulation. (From ref. 40.)
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Figure 13. Effectiveness of inflow control for flight fan tone simulation. (From

ref. 40.)

Substantial effort has also been applied to the inflow control problem by industry
(refs. 43 to 51), and this effort includes flyover noise level comparisons with static
projections (ref. 50) and development of ICD design procedures (ref. 51). The first
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generation of large engine ICD’s, roughly 3 fan diameters in size, is currently in use.
Table 4 summarizes some of these ICD configurations. Although the quantitative
agreement of inflow control and flight data is still subject to some improvement, the
current state of the art of static testing with inflow control does allow the study of
bona fide internal sources controlling fan noise generation in flight. An alternative
to ICD’s is the anechoic wind tunnel (refs. 52 to 54), which has also been found to
eliminate the bulk of the extraneous inlet disturbances.

Table 4. Inflow Control Devices

Construction
Ratio of ICD Screen or
Facility ICD diameter to (Honeycomb] perforated plate,
(source) Referencejdiameter, m|fan diameter L/D percent open area
Outdoor 43, 50 7.3 3 12 46 upstream
(JT9D)
Qutdoor 44, 45 7.3 3+ (a) (a)
Anechoic chamber 44, 45 2.0 4 8 52 spaced downstream|
(rotor 11)
Qutdoor 38, 42 .8 t0 2.0 1.7 to 4.0 4to8 |40 to 50 downstream
(JT15D)
Anechoic chamber 39,40 | 1.0t0 2.0 2.0 to 4.0 8 40 to 50 downstream
(QF-1, QF-13, JT15D)
Outdoor 43, 50 7.3 3 8 51 upstream
(JT9D)

2Similar to Boeing.

Blade Surface Pressures

Direct measurement of blade pressures has proven to be a valuable diagnostic
tool for evaluating the quality of inflow to the fan and, with inflow control, for de-
termining the residual internal sources controlling flight levels. Miniature pressure
transducers mounted near the fan blade leading and trailing edges at several spanwise
locations are used to continuously survey the circumferential variation of unsteady
blade pressures (refs. 35, 38, and 43). This technique originally identified longitudi-
nally persistent, circumferentially localized disturbances attributed to atmospheric
turbulence elongated by the stream tube contraction in the inflow (ref. 35). Such
disturbances, which may also be caused by ingested vortices, wakes, and instabilities
associated with flow around the inlet lip, produce strong narrow-band random tones.
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Figure 14 contains narrow-band blade pressure spectra without and with an
ICD. Without an ICD (fig. 14(a)), the spectrum shows strong harmonic content
at all multiples of shaft rotation frequency resulting from multiple encounters of the
blade transducer with circumferentially varying flow disturbances. The additional
scales on the abscissa are distortion mode number (multiple of shaft frequency) and
the circumferential acoustic mode number corresponding to blade number minus
distortion number. Inflow control eliminates the randomly varying and steady
disturbances from the inlet flow and the corresponding bulk of the shaft harmonics
disappear, as illustrated in figure 14(b). Those distortion numbers that remain are
associated with periodic, internally generated flow disturbances which are fixed in
space (e.g., vane potential fields) or which have fixed rotation rates with respect
to the rotor (e.g., spinning acoustic modes). As a result, clues to the mechanisms
governing flight noise levels are found from the prominent residual peaks.
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Figure 14. Narrow-band blade pressure spectra. Pressure side transducer
1.9 cm from tip; JT15D engine; fan speed, 10500 rpm. (From ref. 38.)

In-Flight Sources

Once the study of internal mechanisms is made possible by inflow control, the task
becomes one of identifying the interactions responsible for the tone levels observed
over the range of engine speeds.

Rotor-Stator and Rotor-Strut Sources

Rotor wake-stator interaction remains a prime mechanism, but even with the
blade-vane ratio chosen to prevent fundamental tone propagation, this interaction
can still control the higher harmonics. Other interactions may also come into play.
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For example, the JT15D engine exhibits a strong fan fundamental tone which appears
at a speed corresponding to the start of propagation of the 22-lobed acoustic mode,
as shown in figure 15 (from ref. 38). The source of the 22-lobed acoustic mode
is the interaction between the 28 fan blades and the 6 structural support struts
downstream of the fan stator. The blade pressure spectrum in figure 14(b) shows
that a strong 6-per-revolution disturbance is sensed on the rotor. The strength of
the rotor-strut interaction decreases with increased spacing between rotor and struts
(ref. 55). A prime candidate for the interaction mechanism is a strut potential
field extending upstream through the stators and interacting with the rotor. An
alternative explanation would be the interaction of residual rotor wakes with the
6 engine struts generating the 22-lobed spinning acoustic mode, which is sensed
on the rotor as a 6-per-revolution disturbance. Existing large high-bypass-ratio
turbofans also contain downstream struts. Some proposed engine designs incorporate
integral strut-stator vane assemblies with a potential for still more complicated
interactions (ref. 56).

——~—= Theoretical pattern for (22, 0) mode
90 — (cuts on at 9600 rpm)

80 —

Free-field SPL for /0
30.5-m (100-ft) radius,
standard day, dB

60 — Inlet
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O with ICD
50 — Open symbols show BPF tone P
Dark symbols show broadband ]
£ l ! l I B
0 20 40 60 80 100 120

Angle from engine inlet axis, deg

Figure 15. Directivity pattern indicating presence of 22-lobed acoustic mode
due to rotor-strut interaction. JT15D fan; fan speed, 10500 rpm. (Based
on ref. 30.)

Broadband Sources

Interestingly, the broadband levels remain essentially unchanged with inflow
control. This lack of change indicates that another mechanism, probably internal
to the fan, controls this spectral component. Broadband levels vary strongly with
fan operating point (rotor incidence angle or loading), as shown in figure 16. An
empirical relationship between rotor incidence angle and forward-radiated broadband
levels has been established in which broadband power level (PWL) is proportional to
M} and increases 2.5 dB per degree of incidence (ref. 57). Fan-blade suction surface
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flow separation and interaction with the trailing edge, blade-tip interaction with
the casing boundary layer, and rotor-wake-turbulence (midspan or tip) interaction
with the stator are candidate mechanisms, although the last of these seems to be
discounted by rotor-alone experiments (ref. 58).

B < Engine (STD) line

N

12—l
120 — = . Bypass PR | l-" |

————- 48 52 56 60
ﬂiff Mcorr, Ibm/sec
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11
dB 0

100

90

Frequency, kHz

Figure 16. Variation of broadband levels with fan operating point. JT15D fan
in anechoic chamber; Af = 80 Hz; fan speed, 10500 rpm.

Multiple Pure Tones (MPT’s)

Although the MPT generation mechanism is clearly associated with the rotor
leading-edge shocks and their blade-to-blade nonuniformity, quantitative descriptions
which predict the envelope of the one-per-revolution tone multiples are lacking. This
is because the detailed geometric specifics of the shock structure are unique to each
particular rotor build, even for the same design, and depend on the circumferential
distribution of the manufacturing tolerances in blade stagger angle or leading-edge
contour. The tone spectrum depends most critically on the distribution of the
intervals between shocks (ref. 59). Thus, at best, spectral predictions can be made
only for an “average” fan for any particular design. As the standard deviation of
the shock spacing increases, more sound power appears in the MPT’s and less in
the blade-passage-frequency harmonics. The higher the tip relative Mach number,
the stronger the shaft lower order harmonics become (ref. 60). Some uncertainty
remains as to the role of nonlinearity in the development of the spectrum at upstream
locations in the inlet duct (refs. 61 and 62).

Properly designed inflow control devices are transparent to MPT’s. However,
there appears to be a mechanism which reduces MPT’s in flight since a consistent
pattern of overprediction occurs for the projection of static measurements, as
illustrated in figure 17. (From ref. 40 and corroborated in ref. 50.)

Flow Disturbance Characterization—
Rotor Wakes and Vortices

To apply blade response models such as those summarized in table 2 to calculate
blade pressures, a description of the incident gusts is required. Analysis of the most
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Figure 17. Supersonic tip speed noise spectra. JT15D engine; © = 70°. (From
ref. 40.)

significant mechanism, rotor-stator interaction, involves a thorough description of
the rotor-produced disturbance flow field.

Rotor Wake Measurements

The need to describe rotor-blade wakes has long been recognized and a large body
of wake data, including mean and turbulence properties, has been accumulated on
laboratory fans. (See, e.g., refs. 63 and 64.) In addition to midspan wakes, secondary
flows such as tip vortices have been recognized as potential noise contributors
(ref. 65). Therefore, a linear cascade analysis including spanwise gust components has
been developed to allow the relative noise contributions of tip vortices and midspan
wakes to be determined (ref. 66). What is lacking is a thorough model of the total
rotor downstream flow field which is linked to fan design parameters and is validated
by experimental data.

Some wake data have been obtained as functions of downstream distance for a fan
operated with forward velocity in an anechoic wind tunnel (ref. 67). Rotor mean wake
upwash velocity profiles are shown in figure 18 as a function of spanwise position.
The magnitudes vary substantially with radial location, but most significantly the
profile near the tip is characterized by an extra upwash cycle between successive
blades corresponding to strong secondary flows, probably a tip vortex. The variation
of stator upwash harmonics, the required input to generation analyses, is shown
in figure 19 as a function of downstream distance. From the complex variations
observed, it must be concluded that simple Gaussian profiles which decay and spread
monotonically with distance are an inadequate description of this flow field.
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Semiempirical Wake Model

A semiempirical wake-vortex model has been developed specifically for use in
rotor-stator noise calculations (ref. 68). Viscous wake data (refs. 63 and 64) were
correlated and combined with a tip vortex model in which vortex strength depended
strongly on tip clearance. Parametric investigation of the upwash spectra experienced
by stator vanes showed that increasing rotor-stator spacing beyond a value at
which adjacent blade wakes merged produced no appreciable reductions in upwash
amplitudes. The tangential location of the tip vortex at any downstream location had
an important influence on the gust harmonic content near the blade tips: odd or even
harmonics could be accentuated, with midpassage locations particularly augmenting
second harmonic levels. (See figs. 18 and 19.)

Mode Measurement?

Objectives of Mode Measurement

In turbofan engines and many other devices incorporating rotating elements,
sample measurements of the acoustic frequency spectra are useful only as preliminary
indications of the dominant noise sources. If, for example, sample frequency spectra
for a two-stage fan display much higher levels of second-rotor harmonics than of
first-rotor harmonics, the second rotor will be the obvious candidate for noise-
reduction efforts. However, these spectra provide no guide to specific dominant
noise-generating mechanisms involving the second rotor, such as interaction of rotor
and upstream stator, interaction of rotor and downstream stator, and distortion from
rotor and inflow. In order to pinpoint the source of this second-rotor noise, further
information is necessary. This section deals with the type of information required
(acoustic mode structure) and the means for obtaining it.

Before mode measurement techniques are described, some of the uses of
modal information are summarized as follows:

1. To identify specific dominant mechanisms and thus guide noise-reduction
efforts effectively

2. To isolate and measure effects of configuration modification tests, such as
rotor-stator spacing, when other mechanisms are present that obscure the
desired information

3. To provide detailed experimental information which can be used to eval-
uate theory

4. To guide the design of sound-absorbing duct liners when the source
mechanisms cannot be easily modified

Requirements for Mode Measurement Tests

In turbofan engines (and for propellers and several other devices), the most direct
and important type of mode structure most easily linked to machinery features, such
as blade and vane numbers, is the circumferential one. The near field of a rotor at
blade-passage frequency w = B} is a pressure pattern having B cycles of variation
around the rotation axis. If the rotor interacts with wakes or the potential field of

3Section authored by Thomas G. Sofrin.
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Figure 18. Rotor mean wake velocity profiles as a function of spanwise
location. 1.23 rotor chords downstream; 80 percent design speed; tunnel
velocity, 41 m/sec (134.5 ft/sec). (From ref. 67.)

a stator assembly or with other aerodynamic nonuniformities having, say, V' cycles
of nonuniformity around the duct, interaction patterns having m = B — V and
m = B + V circumferential cycles result. These characteristic numbers, or modes,
m can be used to determine immediately the source or sources of noise at any blade
frequency. Harmonics of blade frequency w = nBf2 have similar modal patterns—
the direct rotor field mode is m = nB, and interactious with V pure cycles of
flow nonuniformity (k = *1 in eq. (9)) have mode structures m = nB — V and
m = nB + V. Thus, if m can be measured for a given blade harmonic, the noise
source V = nB — m is immediately revealed.

In many applications it is sufficient to determine the m-mode structure, since
this immediately identifies the significant noise sources and indicates the relevant
engine components or features that require attention. Such measurements can be
made conveniently with an array of flush-mounted transducers disposed circumferen-
tially around the fan duct wall. It occasionally happens that more detailed acoustic
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Upwash component; 80 percent design speed; tunnel velocity, 41 m/sec
(134.5 ft/sec). (From ref. 67.)

structure information is desired, such as when the spanwise source strength distri-
bution is sought. Such radial acoustic distributions can be determined by measuring
the amplitude (and phase) of the dominant m-modes at a plurality of radii. However,
the mechanical equipment needed to obtain such measurements is significant, and
the extraneous fan noise generated by the presence of this equipment in the airflow
must be considered.

It should be mentioned that, except for unusual situations where only a few
dominant modes exist, far-field measurements around the engine from front to
rear are virtually useless for inferring mode structure and, thus, for identifying
dominant sources. The difficulty arises because even a single m-mode pattern in
the duct, associated with a single radial mode distribution, generates a complicated
far-field radiation directivity pattern. If two or more radial modes, having unknown
relative amplitudes and phases, are associated with the m-mode, the far-field pattern
becomes yet more complex. In practice, there are usually several m-modes present,
and even if one is dominant, the others further obscure the far field so that normally
few source inferences are possible.

Procedures for Circumferential Mode Measurement

Determination of circumferential, or m-mode, structure obviously requires
measurements in a circumferential direction, either with a fixed array of microphones
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or with a traversing microphone. For in-flight mode tests an array of flush-mounted
transducers around the duct is usually made to suffice. When ground tests are
conducted such arrays are also commonly used. Traversing systems in which circum-
ferential surveys are made at several radii have been used in several fan tests. In all
cases the basic signal processing features are similar.

The description of the simplest acoustic field (at a fixed radius), consisting of a
single m-mode at harmonic n of blade frequency B, is

p(©,t) = acos (mO — nBQt + D)

Measurement of this field discloses two features: amplitude a is constant with
position ©, and the phase of the pressure m® varies linearly ‘with position. It is
this second feature that is significant in the identification of what mode is present.
If, for example, m = 4, there are 4 complete 360° phase shifts in going completely
around the duct. (Phase is measured with respect to some reference signal at nB2
generated by the rotor or by a transducer fixed in the duct.) Thus, if but a single
m-mode is present, very crude measurements are sufficient to identify both what it
is (e.g., m = 4, m = —9, etc.) and what its amplitude is.

When two or more modes are present, the circumferential behavior of the noise
can vary in a complex manner: amplitude is not constant, but can vary significantly
with position. Phase may also vary circumferentially in a complex manner.

The complete pressure field at the plane of the array for some fixed radius is best
described in the form

o0

p(©,t) = Re {Z i Cll exp[i(m® — nBQt)]} (15)

n=1m=-00

For the nth harmonic (p = }_ P") we can write
n

p™(©,t) = Re[P"(0O) exp (inBS1t)] = Re [ i C7 exp (im®) exp (—inBQt)}

m=—00

From this, the complex pressure P™(©) is expressed simply as

P*MO) = i Cy, exp(im®) (16)

m=—0Q

where amplitude and phase of P"(©) are measured at each transducer in the array.
Before discussing this discrete case, it is helpful to examine how the mode coefficients
Cl. are obtained in the hypothetical case of a continuous measurement of the
variation of P™ with ©. The procedure involves the standard finite transform of
Fourier analysis, which is applied to equation (16) to give

2x ol 2m
%/0 P™(©) exp(—iM©)dO = Z Ccr %/0 expli(m — M)©]d®  (17)

m=—00
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The integral evidently vanishes for all m except the “target” value M, in which case
the © average is unity. There follows the standard result for the mode coefficients:

2
cr = -21? /0 P™(6) exp(—im®) dO (18)

In principle this algorithm can be executed with an analog system involving a
continuous transducer traverse in ©, a phase shifter generating a voltage exp (—im®),
a multiplier, and an integrating circuit. Practically, it is much simpler and more
accurate to employ digital signal processing, which implies a finite number of P"(9)
measurements.

In a fixed transducer array, selection of the number of transducers is limited by
availability, maintenance, and recorder channel capacity. These limitations create a
problem situation that is discussed subsequently.

For a fixed array of N transducers spaced A©® = 27 /N apart, the procedure
is analogous to the continuous case and is as follows. At the jth location ©;, the
pressure is

P"(©;) = i Cl} exp(im®) (19)

The discrete Fourier transform is applied, the result being

N-1 N-1

1 . 1 .
N Z P™(©;)exp(—iMO;) = ZC,',‘L]—V— Z exp [i(m — M)©;] (20)
i=0 m j=0
The expression
1 N-1
¥ > exp [i(m — M)©;]
j=0

behaves generally as its counterpart for the continuous-measurement case in equa-
tion (17), but with one extremely important exception. Consider the following:

exp [i(m — M)©;] = exp [i(m — M)(2n/N);]

As before, if m = M, the above becomes exp(i0) = 1 and the average of the sum of
N unit terms is unity. But if m = M + N, we have exp [iN(27/N)j] = exp(i27j) = 1
for all j. Thus, when we are trying to measure Cf; in isolation, we also get a full
contribution from any mode C’j‘l +N that is present in the pressure field.

We can easily see that mode m = M — N has the same effect. The modes
m = M £ N are called the principal aliases of mode m = M. Other modes also are
aliases of M (m = M + 2N, M + 3N, ...), but under ideal circumstances they have
little significance. (Unfortunately the real conditions of acoustic testing are usually
far from ideal.)

Aliasing is a familiar consideration in all digital signal processing. It is handled
by analog prefiltering of the continuous signal prior to digitizing. This removes
high-frequency components that would otherwise alias measurements of the signal
properties in the lower frequency range of interest. But we are concerned here with
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a function P™(©) which is not a time signal. Antialiasing measures here require
filtering in the spatial or modal domains rather than in the time or frequency
domains. It turns out that such filtering is automatically provided by the modal
propagation characteristics of the duct; provided the array is reasonably distant
from all sources (about .one duct radius), generated modes having m in excess of
some value are cut off and decay before they reach the array. Thus, the duct provides
its own low-pass modal filter.

From these considerations the following procedure for selecting microphone
number is established:

1. Select the highest frequency of interest—the highest harmonic at the top
speed considered.

2. Determine the maximum mode number mpax that will propagate at this
frequency.

3. Select the number of microphones as N > 2mmax. (This assures that when
measuring a mode near mmax there is no alias from a mode (—m) near
—mmax-)

A more succinct formulation is that the separation between transducers must be less
than the least circumferential half-wavelength that propagates.

Unfortunately, it is often found that this antialiasing rule leads to an unacceptably
large number of transducers. In such cases it may be possible to select N judiciously,
based on prior knowledge of the likely candidate noise sources, with the recognition
that not all the modes between —mpax and mmax have significant strengths. A
listing of all propagating modes that are generated by likely interactions can be
made. The requirement then is to select N such that no mode m; from interaction
¢ is an alias of any mode m; generated by a different candidate source j. That is,
m; # m; (modulo N).

With N selected according to the above conditions, the algorithm for computing
modal coefficients becomes

1 N-1
Clr = N Z P"™(©;) exp(—im®©;)
J=0
where
©; = j(2n/N) (21)

The preceding discussion has detailed the basic principles of mode measurement
in turbofan (and other) power plants. Specific techniques which have been applied
range from matrix inversion of N selected wall pressure measurements to determin-
istic solution for IV preselected modes (ref. 69) to a least-squares approach where the
number of measurements is at least twice the number of modes (ref. 70). Formidable
practical difficulties exist. Radial measurements upstream of the fan introduce dis-
tortions and their associated extraneous modes, and measurements on the wall alone
require large numbers of microphones distributed axially and circumferentially.

A technique using an upstream rotating microphone has been formulated to
overcome the problem of distortion mode generation by the probe and to reduce
the number of microphones required (ref. 71). With the exception of an experiment
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using a wall-mounted array with an actual JT15D engine (ref. 72), published
demonstrations of the techniques have been limited to relatively low-speed fans with
conditions rather far removed from the turbofans of interest. An example of the
wave number distributions measured on the JT15D is shown in figure 20. Direct
measurement techniques require additional development and still fall in the category
of research efforts and not routine tools. Thus, predictions from three-dimensional
or quasi-three-dimensional analyses (refs. 73 to 76) are important sources of detailed
modal information.
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Figure 20. Inlet mode measurements on JT15D engine at 10800 rpm. (Based
on ref. 72.)

Application of Theory and Experiment to
In-Flight Sources

Response of Ducted Cascade

Considerable effort has been expended to model the noncompact compressible
response of a ducted cascade of blades to unsteady upwash velocities. Perhaps the
most complete description available is the three-dimensional lifting-surface theory
for a rotating cascade in an annular duct (ref. 6). This blade response and duct
coupling analysis is the heart of specialized studies of rotor-inflow distortion (ref. 73)
and rotor-stator interaction (ref. 74). These linear analyses are for the dipole-type
sources at the surface of a cascade of thin (in some cases twisted) blades and represent
exact solutions to the linearized continuity and momentum equations (chapter 5 of
ref. 3).
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Three features of these analyses are considered to be important. First, the three-
dimensional approach makes possible the calculation of the circumferential and radial
content of acoustic modes in annular or cylindrical ducts; the complete description
of modal content is precisely the input required for successive propagation analyses.
Second, cascade analysis predicts chordwise unsteady pressure distributions and inte-
grated responses which differ substantially from single-blade results (refs. 77 and 78)
that ignore blade-to-blade interactions (solidity) and the interblade phase angle of the
disturbance. Third, source noncompactness, retained by calculating chordwise and
spanwise pressure fluctuations, produces significant differences in calculated power
compared with compact analyses. The magnitudes of the differences, which depend
on incident disturbance shape and propagation direction with respect to the mean
flow, are highest for single distortion modes (ref. 77). For realistic distortion profiles
represented by a combination of distortion modes, the effects of noncompactness
are less dramatic, with the compact analysis tending to underestimate fundamental
tone power for upstream propagation and to overestimate the power propagating
downstream (ref. 73).

Since full three-dimensional calculations are complex and lengthy, a quasi-three-
dimensional analysis, which uses two-dimensional (strip) theory for aerodynamic
response but annular duct acoustics for modal prediction, was investigated (ref. 73).
The results indicate that the quasi-three-dimensional approach produces relatively
small errors in power, greatly reduces computation time, and fulfills the requirement
to predict annular duct acoustic modes. Consequently, the quasi-three-dimensional
approach was adopted in the development of a computer program (ref. 75) which
considered three types of flow disturbances: inlet turbulence, rotor mean wakes,
and rotor wake turbulence. This quasi-three-dimensional approach requires further
validation by data-theory comparisons. An encouraging start at validation is
described in the next section.

Controlled Disturbances for Theory
Validation

Predictions of three-dimensional lifting-surface tone power have been compared
with fan noise data (ref. 76) for which the controlled source consisted of the fan
interacting with an array of inlet distortion rod wakes. Figure 21 shows excellent
agreement between the predicted total inlet fundamental tone acoustic power as a
function of fan speed and the measured narrow-band tone power obtained from far-
field measurements. Note the changing mix of radial mode contributions to the totals
and the nonmonotonic increase with speed in both theory and data.

The predicted modal content can be used in comjunction with a Wiener-Hopf
radiation analysis (refs. 33 and 79) to calculate the far-field directivity of the three
propagating modes at 10 500 rpm. Individual modal and total directivities shown in
figures 22(a) and 22(b), respectively, were calculated with an unpublished Wiener-
Hopf code written by Y. C. Cho at NASA Lewis Research Center. The inputs to the
Wiener-Hopf code were the amplitudes and phases of each mode at the inlet entrance
as calculated from the analysis of reference 76. The measured directivities obtained
from experiments in an anechoic chamber (ref. 40) are superimposed in figure 22(b).
The shapes of the curves agree well for the shallow angles, where directivity is
controlled by the principal lobe of the first mode, but agree less satisfactorily for
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the higher angles, where several modes contribute and the levels are sensitive to
exact prediction of mode phases in addition to amplitudes.

The intermediate quantity between blade response and duct coupling is blade
pressure (fig. 4). The cascade response portion of the code in reference 75 was
used to calculate the chordwise magnitude of the unsteady blade pressures due
to interaction with Gaussian wakes produced by upstream radial rods. As shown
in figure 23, the high disturbance frequency associated with many rod wakes (in
this case 41) is predicted to produce many rapid changes in pressure along the
chord. Typical miniature transducer sizes are indicated near the leading and trailing
edges. For high disturbance frequencies the analysis indicates that measured blade
pressure amplitudes are subject to uncertainty because of finite transducer size and
sensitivity to transducer location. However, experimental checks of the cascade
response analysis through use of carefully controlled flow disturbances are needed.
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Figure 21. Relationship of speed and inlet fundamental tone acoustic power
generated by 41 rod wakes interacting with JT15D fan. (From ref. 76.)

Rotor-Stator Interaction

Acoustic data are available from rotor-stator spacing experiments on the same fan
as was used for the wake measurements described in the Rotor Wake Measurements
section. Two stator-vane to rotor-blade ratios were examined, one for propagation
and the other for cutoff fundamental tones. Figure 24 shows variation of the inlet
narrow-band tone harmonic power level with rotor-stator spacing. (From ref. 80.)
Residual levels of the fundamental for the cutoff case (25 vanes) are nearly constant,
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and this uniformity suggests that a weak interaction of inflow disturbance and
rotor governs in this case rather than a rotor-stator interaction due to stator-vane
nonuniformities sufficient to generate other propagating modes (ref. 81). Note that
second and third harmonic levels for the 25-vane stator are higher than corresponding
harmonics generated by the 1l-vane stator, an indication of a difference in the
response or coupling to acoustic modes of the two stators or both. The 11-vane
stator had longer chords than the 25-vane stator in order to maintain the same
solidity.

Tone powers measured in experiments on rotor-stator spacing and vane-blade
ratio in an anechoic chamber with inflow control have been compared favorably
with results from a two-dimensional (strip) model (refs. 82 and 83). Wake data
were not acquired, so a wake model (ref. 68) was used. Although two-dimensional
theory may work relatively well for power predictions, calculating far-field directivity
(and, therefore, acoustic mode content) requires more sophistication in handling duct
geometry and, probably, in describing the wake-vortex flow field.
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—_——— =130
————— 13,1

-~
10 dB / \/\ —_—— _132 °

Relative [ -+ [ R ,\
= LIRS
- I
- I =

[ T I

I
0 20 40 60 80 100 120 140 160

Angle from inlet, deg

(a) Individual modal directivities.
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Figure 22. Blade-passage tone directivities with controlled source. JT15D
engine; 41 rods; 10500 rpm fan speed.
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Blade Sweep To Reduce Multiple Pure
Tones

Rotor-blade sweep has been investigated as a means to reduce the strong multiple
pure tone (MPT) inlet source at takeoff fan speeds. A radical fan with compound
leading-edge sweep was designed to keep the normal component of the blade inlet
relative Mach number subsonic over the entire span (ref. 84). Except for blade end
effects and the sweep reversal point, a major portion of the strong leading-edge shock
system was expected to be eliminated. Figure 25 shows the measured MPT power
results obtained with the swept design compared with results from a conventional,
unswept fan. (Based on ref. 85.) Sweep delays the onset of MPT’s and reduces the
power levels over a large portion of the tip-speed range, including takeoff.

{ Reduced
“ No. of rods frequency,
o
1 0.130
T 41 5.35
Rotor- 10 dB
blade
pressure L Z
level
~
- //‘\
—{1+— Transducer 78
size N
J | AN
-1.0 -5 0 5 1.0

Fraction of rotor semichords

Figure 23. Calculated chordwise variation of fundamental component of rotor-
blade pressure levels generated by wakes from upstream rods.

High Specific Flow

Another aspect of inlet noise generation at supersonic tip speeds concerns the
observation that total tone power peaks beyond the transonic sgeed and then falls
off. A fan designed for unusually high specific flow (220 kg/sec-m? (45 Ib/sec-ft2)) at
a high tip speed (553 m/sec (1750 ft/sec)) exhibited a marked tone power decrease
at design speed, although the results were not qualitatively different from those of
other high-tip-speed designs (ref. 86). Figure 26 shows the results for this high-
specific-flow fan with those for other high-tip-speed designs. The noise-reduction
phenomenon appears to be only partially attributable to propagation inhibiting
effects of elevated inlet Mach numbers. It may also be associated with nonlinear
propagation characteristics in combination with the angle and associated strength
variations of the leading-edge shocks (ref. 62).
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Figure 24. Variation of narrow-band tone harmonic power levels with rotor-
stator spacing. 80 percent of design speed; 15 rotor blades; tunnel velocity,
41 m/sec (184.5 ft/sec). (From ref. 80.)

Full-Scale Engine Applications?

Introduction

There are many mechanisms which potentially contribute to the noise generation,
propagation, and radiation characteristics of the turbomachinery components in an
aircraft engine. These mechanisms have been discussed in some depth in the previous
sections of this chapter. The purpose of this section is to describe and summarize
how to apply the knowledge available to designing the turbomachinery components
such that substantial noise reductions are achieved and noise regulations can be met
with a minimal negative impact on engine performance, weight, manufacturing cost,
complexity, and serviceability.

- This section begins with a qualitative description of the spectral and directivity
characteristics of a typical full-scale turbofan engine, with a breakdown of how each of

4 Section authored by Phillip R. Gliebe.
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Figure 25. Effect of rotor leading-edge sweep on multiple pure tone generation.
(Based on ref. 85.)

the turbomachinery components contributes to the total engine noise spectrum and
directivity pattern. We then discuss methods for estimating the noise contributions
of each of the turbomachinery components, including semiempirical methods and
scaling from previous test results. The next logical step, if we are evaluating a new
engine design for noise compliance, is to identify those engine components which
require noise reduction relative to the baseline noise level estimates. Finally, we
address various noise-reduction methods for each of the turbomachinery components,
considering the effectiveness of the method relative to the associated penalty to the
engine system.

Turbomachinery Noise Characteristics:
A Qualitative Description

Typical commercial aircraft engines are of the dual-spool type having a low-
pressure spool comprised of a low-pressure-ratio fan and its drive turbine and a
high-pressure spool comprised of a high-pressure-ratio compressor and its drive
turbine. The compressor-fan machinery is separated from the turbines by a combus-
tion chamber. Some typical turbojet-turbofan schematic arrangements are shown in
figure 27, Typically, the major turbomachinery noise contributors are the fan, the
low-pressure compressor (LPC), and the low-pressure turbine (LPT). Other contrib-
utors to engine noise include the combustion process and the exhaust jet. A sample
flyover balance of these components is illustrated in figure 2.

The noise characteristics of turbomachinery components in an aircraft engine are
usually quantified in terms of several noise measurement parameters. These include
the following:
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Fan design conditions

Tip speed, Pressure
ft/sec ratio
° 1750 1.653
el 1603 1.5
O 1600 1.67
115 — v 1650 - 1.8
Flagged points at 90% speed
110 p—
Sound power level
minus 10 log thrust, dB 1% [~
100 —
95 ] 1 T B
d 2 8] 1.0

Fan pressure ratio — 1.0

Figure 26. Inlet noise characteristics of high-tip-speed fans. (Based on
ref. 86.)

Overall sound power level (OAPWL)

Sound power level spectrum (PWL(f))

Overall sound pressure level directivity (OASPL(©))

Sound pressure level spectrum (SPL(O, f)) .

5. An appropriate subjective noise level, e.g., perceived noise level (PNL(O))

W=

These parameters are obtainable from measurements of sound pressure made with
microphones placed at strategic locations around the component (or engine) during
a test.

The overall sound power level (OAPWL) produced by a turbomachine is generally
a function of aerodynamic and performance-related parameters such as air flow rate,
tip speed, pressure ratio and/or shaft horsepower, and geometric design parameters.

The sound power level spectrum (PWL(f)) is the distribution of the generated
sound over a range of audible frequencies. Typical examples of narrow-band
turbomachinery noise spectra are shown in and discussed in connection with figure 3.

The directivity characteristics of the noise generated at a given frequency describe
how the internally generated sound power is distributed in the radiation field at some
distance away from the turbomachinery -component or engine in terms of sound
pressure level (SPL) measured by microphones or heard by the ear. Sound pressure
level can have both azimuthal directivity and polar directivity. Azimuthal directivity
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describes the variation of sound pressure azimuthally, or around the machine axis.
In most cases, azimuthal variations are small and can be neglected, especially for the
broadband components of npise. In certain special cases, the azimuthal variation in
sound pressure can be quite significant for discrete tones.

Polar directivity refers to the variation in sound pressure from inlet centerline to
exhaust centerline on a constant radius arc in a fixed azimuthal plane. The polar
directivity of broadband noise is usually smooth, with maximum levels occurring near
the engine (or component) inlet and/or exhaust axis. The polar directivity of discrete
tones can be highly irregular with several peaks and valleys referred to as lobes, the
number and size of which depend on the type of tone and the source mechanism which
produces it. Typical examples of polar directivity patterns are shown in figure 28.
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(b) Dual-spool turbofan.
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(¢) Dual-spool turbofan with LPC and mized-flow erhaust nozzle.

(d) Triple-spool turbofan.

Figure 27. Typical turbojet-turbofan engine schematic arrangements.

Subjective noise levels refer to appropriately integrated or summed sound pressure
levels which best represent human ear annoyance to the generated sound field.
Summing is performed in the frequency domain and, often, also in the time domain.
For example, perceived noise level (PNL) refers to a summation, over all ¥-octave
frequency bands, of the sound pressure levels at a given observer polar angle, with the
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Figure 28. Typical turbomachinery sound pressure level polar directivity
patterns.

level in each band weighted by a factor which represents the degree of annoyance to
noise observed at that particular frequency. Effective perceived noise level (EPNL)
refers to a time integration of PNL received by an observer as the noise source passes
by, such as that which would occur during an aircraft flyover. It represents effects
of the time duration over which a givern PNL must be “endured.” See references 87
and 88 for detailed descriptions of noise measurement procedures and computation
methods for subjective noise level evaluation.

An example of a typical high-bypass-ratio turbofan engine noise field is shown in
figure 29. The component contributions of fan noise, combustor noise, LPT noise,
and jet noise are shown in figure 29 to demonstrate the dominant sources which
typically control the noise in the various regions of the spectrum and directivity
patterns. We see, for example, that the fan noise usually contributes the highest
levels in the forward arc at midrange and high frequencies and in the aft arc at high
frequencies. The turbine (LPT) only contributes in the aft arc at high frequencies.
The jet dominates the low frequencies over most of the directivity arc, while the
combustor contributes significantly around the sideline angles close to 120°, mostly
at low to mid frequencies.

The trends shown in figure 29 are typical for bypass ratios from about 3 to 8.
For low-bypass-ratio engines (mass flow ratio or bypass ratio less than about 1.0),
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Figure 29. Typical turbofan engine component noise source contributions at
takeoff power.

the jet noise is the greatest contributor to the overall noise and may actually control
the total noise in the aft arc during takeoff conditions.

Preliminary Noise Estimating
Procedures: Empirical Scaling of
Existing Data

Turbomachinery noise characteristics can usually be estimated, at least for some
of the overall level trends, through the use of empirically derived correlations and
key-parameter scaling procedures. For example, Heidmann (ref. 89) developed a
rather elaborate empirical prediction scheme for aircraft engine fans which takes into
account a significant number of fan performance and geometric variables. A similar
correlation method was developed by Kazin and Matta (ref. 90) for application to
axial turbine stages.

A general formulation for the empirical correlations of turbomachinery noise
characteristics which includes the correlation models of references 89 and 90 can
be derived and has the following functional form:

= =2 =2
P” = Py + Pigpe (22)
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where
Py, = 41::1202 W (X;) Dy Spo (23)
d
o 52 PoCo
Pione = -5 Whone(Xi) Dt 5t (24)

The terms in equations (22) to (24) are defined as follows:

Wp(X1, X3, ..., Xp) broadband source acoustic power
Wione(X1, X2, ..., X) tone source acoustic power

Dy (0, ¢) broadband directivity function
Dy(0©, ¢) tone directivity function

Spp(m) broadband spectrum function
Se(n) tone spectrum function

Also, p, is the ambient density, ¢, is the ambient speed of sound, R is the distance
from the source to the observer, and X; are similarity parameters which determine
the values of Wy, and Wiope.

Source Acoustic Power

The source acoustic power for the tone and broadband noise sources in turbo-
machinery can be expressed in terms of two basic correlating parameters for order-
of-magnitude or preliminary design estimate purposes as follows:

Wt = pub AR (AT/TY M) (25)
tone

where A is the inlet flow area for compressors and fans (exit flow area for turbines).
The parameters K, a, and b are constants which are obtained from empirical
correlations of existing data. The two basic correlating parameters are the tip-
speed Mach number M; and the loading parameter AT /T. This loading parameter
is the normalized ideal energy input (for fans or compressors) or output (for turbines)
and can be expressed in terms of the turbomachine operating pressure ratio PR as
follows:

-1
AT/T = (PR)T —1 (26)
for fans and compressors and
=t
AT/T =1- (—1—> ! (27)
PR

for turbines. The Mach number is expressed in terms of rotor speed n and tip radius
as follows:

M; = 2nRyp(n/60) / co (28)
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In equations (26) to (28), v is the ratio of specific heats and Ry is the rotor tip
radius. Examples of the correlation of the source power funictions Wy, and Wigpe for
turbines are shown in figure 30.
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(a) Correlation for turbine noise (broadband and tone) OASPL; based on turbine
overall pressure ratio; 200 ft (61-m) sideline; 120° from inlet; 1/3-octave band
levels.
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Figure 30. Correlation curves for turbine source power function. (From
ref. 90.)

Directivity Functions

The directivity functions Dy,(©,¢) and D¢(©,¢) determine the spatial distri-
bution of the source acoustic power. These directivity functions, as expressed in
equations (22) to (24), are assumed to be independent of frequency; we shall see
subsequently that this is not always the case, especially for the tone noise sources.
However, for scaling purposes and order-of-magnitude estimates the assumption is
not critical. These directivity functions are defined such that the original acoustic
power is obtained when the sound pressure distribution is integrated over a spherical
surface surrounding the source. This normalization is expressed by the following
relationships:
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2 .

27 "p
Power = / / R?sin©dO0 d¢ = WS(n) (29)
0 0 PoCo .
or
1 2T T
= / / D(©,$)sin0dOdé = 1 (30)
47 Jo 0

Examples of directivity correlations for turbines are shown in figure 31.
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~ Figure 31. Correlation functions for turbine directivity. 150-ft (45.7-m) arc;
1/3-octave band levels. (From ref. 90.)

Spectrum Functions

In a manner similar to that for the directivity correlations, the sound pressure
spectrum shapes can be developed in a normalized fashion based on the assumption
that the spectrum shape does not depend on polar directivity location. Again, as is
subsequently pointed out, this is not always the case, especially for tone noise sources,
but it is sufficient for scaling and preliminary design estimates. The normalization
is typically done such that the summation over all frequency bands of importance in
the spectrum gives a factor of unity, so the parameters Wy, and Wigpe are in effect
overall power levels. Hence,

[ stmyan=1 (31)
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where n = f/ fef- Examples of normalized spectrum functions for turbines are shown
in figure 32.

Noise-Reduction Requirements

The generalized empirical correlation methods outlined in equations (22) to (31)
have been developed in these or similar forms for specific applications by various
engine manufacturers. The precise quantitative values of the various constants and
coefficients in equations (22) to (31) are of course dependent on the data base which
is utilized in the development of the correlation, and this data base is to some extent
proprietary information when a specific engine manufacturer develops the correlation.

The basic approach is to take the noise characteristics data for a given family of
engine designs and derive the coefficients, constants, and exponents which describe
the variations in noise levels as certain key parameters are varied. Once these corre-
lation constants have been established for each of the turbomachinery components
in an engine, a preliminary assessment of the component noise levels for a new or
derivative engine can be carried out by scaling the noise characteristics of a baseline
engine with the correlation formulas given by equations (22) to (31).

To illustrate the process, consider the hypothetical example of designing a new
low-pressure turbine (LPT) for an existing engine model to improve performance.
The new LPT is to be designed to run at 5 percent higher tip speed and deliver the
same shaft power to the low-pressure compressor and fan. The existing engine noise
characteristics are known, and it is desired to assess the impact of the redesigned
turbine on the total engine noise and to determine how much, if any, noise reduction
is necessary to allow the modified engine to meet existing noise level requirements. It
is assumed that the existing engine has a 2-dB margin relative to the requirements.

To begin, we need a correlation similar to that of equations (22) to (31) for the
baseline engine LPT. We can use, for example, the correlation of reference 90, which
is of the form

Peak OASPL = 40 logo(AT/T) — 20 logyo Ut + 1019 log A + 164 (32)

Comparing this expression with that of equation (25), we see that the exponents
are a = 4 and b = —2. The above expression suggests that the overall noise
actually decreases with increasing tip speed, contrary to intuitive expectations. This
unexpected result is understood when we realize that the assumption that the turbine
work does not change (i.e., that AT/T is constant) is what really controls the
noise. To illustrate this, equation (25) can be recast in the following form, with
the dimensionless work coefficient AT/ Ut2 used as a parameter:

W/pocdA = K (AT/T)* M} = K'M}*+ (AT/UP)" (33)

Thus we see that the sound power varies as the 2a+ b exponent of tip-speed Mach
number when the loading parameter AT/ U,,2 is held constant. In our example, for
a = 4 and b = —2, the sound power varies as M(2a + b = 8 — 2 = 6) when AT/U?
is held constant. However, in our example the loading parameter decreases between
the baseline and the target engine, since the temperature drop AT is held constant.
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Figure 32. Correlation functions for mean turbine broadband noise spectrum.
12(° from inlet; 1/3-octave band levels. (Based on ref. 90.)

The 5-percent speed increase in this case corresponds to a 10-percent decrease in
loading parameter, and the net effect is a 0.4-dB decrease in overall noise level.

If, on the other hand, we wanted to examine the effect of increasing engine
speed by 5 percent without redesign, the engine thrust and airflow would increase
accordingly; this increase would correspond to an approximately constant loading
coefficient. Hence, according to equation (32), the noise would increase by the tip-
speed ratio raised to the sixth power (i.e., by = 1.3 dB).

Noise-Reduction Methods

If we find that a particular component of a new or derivative engine requires
a certain amount of noise reduction relative to its baseline configuration, several
options are available for achieving this noise reduction. The method selected depends
on several considerations, including the type of component (i.e., fan, LPC, or LPT),
the cost involved, the importance of weight and complexity, and the impact on
engine performance. The following sections discuss these options for each of three
turbomachinery components mentioned.

Fans

For the fan of a turbofan engine, noise reduction can be achieved by either
designing for noise reduction at the source or designing fan duct acoustic treatment
to absorb the noise produced by the source. The topic of acoustic treatment design
is treated in another chapter. However, it should be mentioned that the amount of
noise suppression achieved with duct acoustic treatment is predominantly a function
of the fan design characteristics. In particular, the fan tip speed and blade numbers
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have an influence on the achievable suppression. Thus, one can, in fact, design the fan
acoustically to give the maximum possible acoustic treatment noise suppression. In
general, it is desirable to have high source frequencies to provide sound wavelengths
which are small compared with the treatment cavity depth and to have sound source
duct mode patterns which propagate at large spiral angles relative to the duct axis
(i.e., the modes are near cutoff). Blade numbers and vane numbers can be selected
to provide these mode patterns. This approach tends to be a single-point design,
however, as the treatment design is usually “tuned” to a particular tone or frequency
band at a particular operating condition. The effectiveness of the treatment tends to
deteriorate at frequencies and operating conditions away from the design condition.

As a first step in considering ways to reduce fan noise at the source, see the
block diagram shown in figure 4. This diagram shows the flow of mechanisms which
result in the noise radiation process, as discussed in the section entitled Elements of
the Generation Processes. The basic idea is that any of the significant mechanisms
can be characterized by a gust-type excitation which produces an unsteady, periodic
force on a blade or vane, and this unsteady force generates a propagating pressure
field in the fan duct, which has a certain frequency and mode pattern. If the pressure
field has to pass through adjacent blade rows before radiating from the duct end,
the amount of transmitted energy then depends on the mode pattern and frequency
of the pressure field and the geometry of the transmitting blade row. The noise of a
fan can therefore be reduced at the source by

1. Reducing the gust amplitude

2. Reducing the blade-vane response to the gust

3. Reducing the unsteady lift force amplitude

4. Reducing the efficiency of conversion of the unsteady force to acoustic energy
(results in reducing coupling to duct modes)

5. Increasing the transmission loss of any “blocking” blade-vane rows

Techniques for implementing the above approaches to reducing fan noise are
discussed in the following paragraphs. The discussion must necessarily be qualitative,
but an attempt is made to give an order-of-magnitude estimate of the effectiveness
of each technique relative to the others and to give some description of the potential
penalties which might be introduced as a result of utilizing each of these techniques.

Reducing gust amplitude—rotor wakes: Fan-rotor wakes impinging on down-
stream stator vanes are major sources of fan noise. The fan-rotor wake velocity
defect and wake turbulence act as “gusts” to the downstream stator vanes. Methods
for reducing the rotor wake gust amplitudes include the following:

1. Design the rotor to operate near peak efficiency at the noise-critical operating
conditions. This could be done by selecting the blade loading, camber, and incidence
angles to provide minimum blade section drag coefficients and, hence, smaller wake
defects. (See ref. 68.) Designing for operation at minimum incidence angle also helps
reduce broadband noise, as discussed in references 57 and 58. This approach for noise
reduction may not be compatible with fan performance design requirements and is
dependent on a good, interactive working relationship between the fan aerodynamic
designers and noise engineers. The degree of noise reduction possible is also less
certain, because the precise behavior of rotor wakes is often difficult to predict,
especially for highly loaded fans designed to operate at transonic tip speeds.
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2. Design the rotor-stator axial spacing sufficiently large that the wake has
decayed and mixed as much as possible before reaching the stator vanes. This
approach can result in significant noise reductions, as demonstrated by experiments
in reference 82. Examples of the variation of fan noise with spacing are illustrated
in figure 33. In general, the majority of the noise reduction possible is achieved with
a ratio of axial spacing to chord (upstream rotor chord projected in axial plane)
of about 2.0 to 2.5. This option, although very effective in reducing noise, usually
imposes a weight penalty by increasing engine length, and it may also decrease fan
efficiency by as much as 1.5 percent.
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Figure 83. Tone PWL as function of spacing trends at subsonic tip speed
(293 m/sec (960 ft/sec)) for single-stage fan. (From ref. 83.)

In addition to gust amplitude, axial spacing can influence other parameters
important to noise generation, such as the angle of the wakes with respect to the
vane leading edges, the harmonic content of the wake disturbances, and the coupling
of fluctuating pressures to duct modes.

Reducing gust amplitude—strut-pylon pressure fields: A typical turbofan engine
has frame struts and engine support pylons in the duct downstream of the fan stage.

198



Turbomachinery Noise

These downstream struts and pylons produce static-pressure distortions which can
be felt upstream in the vicinity of the fan rotor itself. The degree to which the rotor
“feels” the circumferential variations in static pressure caused by these downstream
obstructions is a function of the number and size of the obstructions and also depends
“on the spacing between the obstructions and the upstream rotor and stator. There is
also an influence of the stator on this pressure field, and the stator row between the
rotor and struts can act as a filter or as an amplifier of the strut pressure distortion.
(See refs. 91 and 92, for example.) Methods for reducing the “gust” produced by
this mechanism include the following:

1. Design the fan to have as large an axial distance between the fan rotor and
the downstreain struts and pylons as possible. This approach is effective but also
introduces a weight penalty by increasing the length of the engine.

2. Design the stator-vane row integral to the strut and pylon assembly; tailor
the vane stagger and camber angles circumferentially to produce as smooth a
circumferential pressure distribution at the rotor plane as possible. This approach
has been quite successful, but results in a fan stator-strut-pylon design which is quite
complex and more difficult and costly to manufacture than the baseline configuration.

Of course a combination of methods 1 and 2 can be employed to attain the
required noise reduction, the result being some increase in weight through an increase
in axial spacing, while the stator row is designed integral with the frame struts
to reduce the static-pressure distortion itself. Figure 34 shows a typical trend
of measured rotor unsteady lift coefficient caused by downstream struts versus
strut spacing. The figure indicates that the struts should be 4 or 5 strut widths
downstream of the rotor to have a minimal impact on rotor noise. This result was
taken from reference 93. An example of the effect of employing method 2 is illustrated
in figure 35, which is taken from reference 56. The effect of designing the stator-vane
integral with the struts is to reduce the static-pressure distortion seen by the rotor
blades.

Interestingly, the measured noise for the integral vane-strut frame was higher for
tone levels but lower for broadband levels than the noise for the separate vane-strut
frame (ref. 56). Since the measured static-pressure distortion, or gust, was lower, it
was concluded that the rotor wake impinging on the vane-strut combination must
have produced higher fluctuating forces. Although this inference was not conclusively
proven, it does suggest that care must be taken in changing the aerodynamics to
reduce the noise, as it is possible to introduce an adverse effect on some other noise-
generating mechanism.

Reducing blade-vane response to the gust: An additional step in the noise
generation process is the rotor or stator response to the unsteady gusts generated by
upstream wakes and upstream-downstream pressure field distortions. The response
of a thin airfoil to a sinusoidal transverse gust is given by equation (2), a special case
of which is (ref. 94)

C; = 2naS(o) (34)

where C] is the unsteady lift coefficient, & is the gust amplitude normalized by the
mean (free-stream) relative velocity, and S(o) is the unsteady response function
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called the Sears function. The variation of S(o) with the reduced frequency
parameter is shown in figure 5, where the reduced frequency ¢ is the airfoil semichord
times gust frequency divided by gust velocity. It is shown in this figure that increasing
reduced frequency parameter, either by increasing the airfoil chord or by reducing
the gust wavelength (increasing gust frequency), tends to reduce the lift response
function. Thus, for noise generated by interaction of the rotor wake and stator vane,
increasing the number of rotor wakes (i.e., the number of rotor blades), increasing the
rotor tip speed, and increasing the stator-vane chord are all techniques for reducing
the unsteady lift response.

Rotor Stator Strut
A 51
\
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(a) Rotor-stator-strut cross section. All dimensions are in millimeters unless other-
wise tndicated.
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(b) Strut-induced unsteady lift coefficient C; as function of strut-rotor spacing.

Figure 34. Measured and predicted effects of downstream strut spacing on strut-
induced rotor unsteady lift. (From ref. 93.)

Usually, for practical designs, one can only affect the reduced frequency by about
10 to 25 percent by using the above techniques, and the corresponding decrease in
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lift response function is therefore going to be small, usually less than 25 percent.
Hence the potential noise reductions are modest, say less than 2 dB. This gain has
to be balanced against the increases in weight and decreases in performance when
the merits of such a design change are assessed. For example, increasing the number
of rotor blades may cause the rotor to produce regions of choked flow in the hub and
decrease its efliciency and mass flow pumping capability. Also, more blades usually
mean a heavier rotor.

Other parameters can have an effect on blade and vane lift response. Inlet relative
Mach number has an effect, the typical trend being that the response function
decreases with increasing Mach number. The Mach number dependency is less clearly
understood at transonic and supersonic Mach numbers, so it is difficult to utilize
Mach number as a controllable design parameter. Steady-state loading level can
also affect the unsteady lift response, and analytical results aimed at understanding
this effect are just beginning to emerge. Vane lean and sweep can also affect the
unsteady lift response of a stator vane to rotor wake gusts. References 74 and 95
present analytical results showing the potential effects of vane sweep and lean, and
the implications are that the effects are (or can be) beneficial. However, these results
require experimental substantiation before one can rely on them for design guidance.

Reducing unsteady lift force amplitude: Since the absolute magnitude of the
unsteady lift force produced by the gust response is essentially the unsteady lift
coefficient €} multiplied by the upstream dynamic pressure, the lift amplitude can be
reduced by reduction of the upstream velocity. This may not always be an option for
noise reduction, since aerodynamic design considerations may preclude any changes
of this nature.

Reducing efficiency of conversion to acoustic energy: Most of the theories for
noise radiation from turbomachinery stages (e.g., that of Mani, ref. 96) conclude that
the sound power emitted by a blade row due to periodic excitation from adjacent
blade rows or flow nonuniformities is a function of duct flow Mach number, tip Mach
number, fluctuating force frequency, and the ratio of blade number to vane number.
The sound power is made up of propagating pressure patterns, or modes, which
propagate in a spiral path along the duct, away from the generating blade row. For
a fan stage, the vane-blade number ratio V/B is usually a key parameter in selecting
a low-noise fan design.

The vane-blade ratio can be selected to “cut off” certain interaction mode tone
frequencies, as discussed in the section entitled Coupling of the Duct—Modes and
Cutoff. It is usual practice to select a vane-blade ratio such that the blade-passage
frequency is cut off, i.e., it produces no propagating pressure patterns in the duct.
A rule of thumb derived from equation (9) for selecting vane-blade ratio based on
this cutoff criterion is given by

_ M
V1- M3

If it is not possible to select V/B to cut off a problem tone (usually second and
higher harmonics require V/B > 4 to achieve cutoff), an alternative is to select V/B
such that the wave propagation spiral angle in the duct is as close to 90° as possible

>1+ (35)

bl <

202



Turbomachinery Notse

(cutoff corresponds to 90°), so that the residence time of the wave pattern in the
duct is sufficiently long for the duct acoustic treatment to attenuate it as much as
possible.

As another alternative, one could select blade and vane numbers to reduce duct
mode coupling by aligning the directions of the prominent modes of the interaction
with the vane chords, thereby putting vane dipoles at 90° to the direction preferred
by the mode. Such an approach may be limited by practical blade angle and number
constraints.

Increasing transmission loss of blocking blade rows: For a fan stage consisting
of a rotor followed by a stator, the noise radiated forward by the stator has to
pass through the rotor before radiating outside of the duct to the observer. One
way to reduce the net radiation to the outside is to select a vane-blade ratio such
“that the mode having the highest acoustic energy suffers the highest transmission
loss in passing through the rotor. This is effectively achieved by ensuring that the
wave spiral angle from the stator is at as nearly a right angle as possible to the
stagger angle of the rotor, as illustrated in figure 6. This concept is discussed, for
example, in references 13 to 15. The same principle can apply to rotor-generated
noise propagating downstream and passing through the stator.

It is possible that the fan design can be tailored to minimize the net upstream
and downstream noise radiation to the outside. Both transmitted and reflected wave
energy should be considered, with a reasonably accurate analytical model used for
predicting these effects. Although the models proposed in references 13 to 15 are a
good starting point for understanding the phenomena involved, many applications
require a more general blade row transmission-reflection analytical model which
includes the multiple (at least two) blade row environment effects (ref. 19).

Low-Pressure Compressors

All the noise-reduction concepts discussed above for fans apply in principle to low-
pressure compressors (LPC’s). In general, however, there is usually less flexibility
available to the acoustic designer in terms of variations in axial spacing between blade
rows, loading control, chord and vane-blade number ratio selection, etc. Usually, the
most economically viable design control the acoustic designer has for an LPC is in
selecting the vane-blade number ratios for the first two or three stages of the LPC
to maximize the forward-radiation transmission loss. Because substantially more
blades and vanes are involved with an LPC than with a fan, use of mode cutoff is
usually not a practical option.

For a high-bypass engine, where the fan rotor hub flow is closely coupled to a core
engine LPC or high-pressure compressor (HPC), it is sometimes the case that the fan
hub rotor wakes impinging on the stator-vane row in the core duct cause higher noise
levels than the rotor-stator interaction levels produced in the fan bypass duct. This
increase can occur because the core stator-vane row is usually much closer to the
rotor than the bypass duct stator-vane row (outlet guide vane (OGV)) and because
the bypass duct has the benefit of acoustic treatment, whereas the core duct usually
does not contain any treatment. In addition, the core duct stator also acts as an inlet
guide vane (IGV) to the first-stage rotor of the LPC or HPC, so that it is a source
of rotor-stator interaction with two rotors. Careful selection of the vane number for
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this core duct stator, plus the inclusion of additional axial spacing on both sides of
the vane row, can be very beneficial to reducing the total compressor system noise.

Low-Pressure Turbines

Once again, the noise-reduction techniques discussed in the Fans section apply in
principle to low-pressure turbines (LPT’s). There are two features of an LPT which
are unique in terms of noise-reduction options. First, the number of rotor blades
is usually fairly high, say 50 to 150, so that the blade-passage tone frequencies are
fairly high. This results in the higher harmonics of the blade-passage tone frequencies
usually being higher than the audible range (greater than 10000 to 20000 Hz).
Hence, only the fundamental blade-passage tones need to be considered. Second,
the gas stream temperatures are usually fairly high (greater than 1000°R (283°C))
in an LPT compared with those of a fan or LPC first stage. Hence, the flow and
tip-speed Mach numbers are usually fairly low. Thus, from equation (35), a cutoff
condition for the fundamental blade-passage tones can be achieved with vane-blade
ratios substantially less than 2.0, and this low ratio makes it easier to design for
cutoff without substantial performance penalty.

A successful demonstration of the concept of designing LPT stages for cutoff was
reported in reference 97. The authors of reference 97 also found that the blade row
transmission losses suffered by the first two stages of the four-stage turbine were
substantial, so that noise-reduction considerations were only required for the last
two stages. An additional observation was that, because the loading of the last stage
(i.e., AT/T) was relatively low at approach power (where LPT noise is usually a
concern), its fundamental blade-passage tone level was also low. This confirmed the
loading dependency given by equation (32).

Concluding Remarks

Major Advances

This chapter summarizes key advances in experimental techniques and theo-
retical applications which point the way to a broad understanding and control of
turbomachinery noise. On the experimental side, the development of effective inflow
control techniques makes it possible to conduct, in ground-based facilities, defini-
tive experiments on internally controlled blade row interactions. Results can now
be valid indicators of flight behavior and can provide a firm base for comparison
with analysis. Inflow control coupled with detailed diagnostic tools such as blade
pressure measurements can be used to uncover the more subtle mechanisms such
as rotor-strut interaction, which can set tone levels for some engine configurations.
Initial mappings of rotor wake-vortex flow fields have provided a data base for a
first-generation semiempirical flow disturbance model. Laser velocimetry offers a
nonintrusive method for validating and improving the model. Digital data systems
and signal processing algorithms are bringing mode measurement closer to a working
tool to be frequently applied to a real machine such as a turbofan engine.

On the analytical side, models of most of the links in the chain from turbomachine
blade source to far-field observation point have been formulated. Three-dimensional
lifting-surface theory for blade rows including source noncompactness and cascade
effects, blade row transmission models incorporating mode and frequency scattering,
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and modal radiation calculations including hybrid numerical-analytical approaches
are tools which await further application. The more computationally demanding of
these can at least serve as checks and guides for simpler design methods, and the
generation physics described by the models suggests noise-reduction tactics.

Unsolved Problems

One of the phenomena most difficult to understand quantitatively, as indicated
by our inability to identify and describe the dominant generation mechanism, is
turbomachinery broadband noise. Experimental evidence points to a dominant
internal source which has a spectral shape that is nearly independent of fan inflow
conditions. Blade loading is-influential, but the details have remained elusive
preventing spectral prediction. Another question awaiting resolution is the relative
importance of hub and tip vortex flow disturbances compared with blade wakes
in generating rotor-stator interaction noise. The unknown element here seems
to be the disturbance flow field description rather than the modeling of noise
generation by gust-airfoil interaction. A final phenomenon offered as an example
of a problem requiring further study is the observed characteristic of decreasing tone
power radiated from the inlet as fan speed is increased at supersonic tip relative
Mach numbers. The influences of source strength and inlet propagation need to be
quantified.

Toward Integrated Quiet Designs

Two types of integration are essential to the formulation of low-noise, high-
efficiency turbomachine designs. Early study of interplay between aerodynamic and
acoustic analyses can help us avoid the unfortunate circumstance of attempts at noise
reduction when hardware constraints are fixed and severe. But beyond this critical
interdisciplinary integration, a second, deeper level of interplay remains to be fully
exploited: blade row and duct treatment designs tailored to minimize radiated noise.
Coupling of the source to the duct, scattering, absorption, and radiation can now be
analyzed on a detailed modal basis. It remains for us to fully exploit and refine these
tools to realize the benefits of considering the total generation-propagation process.
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Introduction

The noise from gaseous jets has concerned man wherever they have been used.
However, the advent of the jet engine as a power plant for military aircraft during
the Second World War gave prominence to this problem of jet noise as a potential
hazard. It became clear that unless methods could be designed to limit such noise
for a given aircraft engine thrust, considerable opposition to the future use of the
jet engine as a power plant for civil aircraft was likely. Hence, in the late 1940’s,
when the advantages of the jet engine led to its being considered as the appropriate
technical and economic power plant for the future generation of civil aircraft for
short-, medium-, and long-range aircraft, much research activity was initiated as to
the source and causes of jet noise as well as to methods for its reduction.

It was perhaps surprising that the field of acoustics had excited little attention
since the work of Lord Rayleigh in the last century. It was left to aerodynamicists to
join forces with acousticians to investigate jet noise theoretically and experimentally.
The subject was called aerodynamic noise, a marriage of acoustics with unsteady
aerodynamic flow. By 1949 there had been little published work on investigations
of jet noise and its generation, with the exception of some early measurements on
the intensity of the far-field noise from turbulent air jets by Morley (ref. 1). These
early measurements showed that the sound power is proportional to about the eighth
power of the jet velocity.

Our understanding of jet noise as a study in aerodynamic noise had its foun-
dations, however, in the work of Lighthill (refs. 2 to 5) on “sound generated aero-
dynamically.” That work was complemented by several experimental studies (refs. 6
to 17). These experimental studies not only verified Lighthill’s eighth power law, but
also confirmed the other broad features of the theory relating to convective amplifica-
tion with Mach number and consequent changes in directivity and spectra. Another
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feature of the experimental work was the early establishment by Westley and Lilley
(ref. 6) of methods for jet noise reduction and the extension of these methods by
Greatrex (refs. 16 and 17) to full-scale devices known as corrugated nozzles, which
have been fitted to numerous jet engines powering many types of civil aircraft. The
corrugated nozzle continues to be used on advanced jet engine power plants for civil
aircraft for which maximum noise reduction is needed to enable compliance with
aircraft noise certification legislation standards.

Lighthill’s theory of aerodynamic noise is based on the exact equations of fluid
flow. Lighthill showed that the energy radiated outward as sound from an unsteady
fluid flow is such a small fraction of the flow kinetic energy that any approximation
made in solving these equations for the fluctuating density could lead to an incorrect
solution, and indeed in extreme circumstances to a solution that is physically wrong.
Lighthill overcame these difficulties by the introduction of an analogy, which we
refer to as Lighthill’s acoustic analogy, in which the unsteady fluid flow is replaced
by a volume distribution of equivalent acoustic sources throughout the entire flow
field. In this analogy the sources are embedded in a uniform medium at rest, in
which the sources may move but not the fluid. All the actual fluid flow dynamics,
including the generation of noise within the flow and its interaction with the flow,
are included in the strength and distribution of the equivalent acoustic source field.
It is in this sense that Lighthill’s theory of aerodynamic noi=~ ", exact. The theory
is only predictive when the equivalent acoustic source fic:u is known to some good
approximation. Unless the properties of the unsteady flow are known, the details of
the source field cannot be determined. However, good estimates can be made of the
order of magnitude for the radiated noise based on the characteristic properties of
the flow and empirically derived constants.

This chapter is devoted to the derivation and exploitation of Lighthill’s theory of
aerodynamic noise as the central pillar of all work concerned with the understanding
and generation of jet noise. The subject of aerodynamic noise has undergone
major changes in recent years and has attracted worldwide attention. The chapter
concludes that although Lighthill’s theory provides the essential framework for a full
understanding of the noise generation in turbulent jets and the overall characteristics
of its propagation to the far field, it is difficult to apply when acoustic interaction
occurs with the flow field. This interaction invelves consideration of the actual
flow field and results in changes in the directivity and amplitude of the radiated
sound field and its dependence on the flow speed relative to that of the external
medium. The necessary modifications to the theory of aerodynamic noise to deal
with flow-acoustic interaction are considered in detail by Goldstein (ref. 18) and in
other chapters herein.

In studies of static jet noise, boundary-layer noise is normally absent. However,
in flight the external boundary layers upstream of the jet exit and around the engine
cowling radiate noise which is additional to that radiated by the jet. In many
practical cases this noise can be neglected, since it is a function of flight speed
and this is small compared with the jet speed.

Lighthill’s theory of aerodynamic noise and its applications, as discussed in this
chapter, assume all solid boundaries are absent from the flow field. The modification
to the theory to include solid surfaces, and thereby to develop a theory for boundary-
layer noise, was first investigated by Curle (ref. 19) and subsequently by many
researchers (refs. 20 to 26). Reference should be made to these papers for the
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modifications to Lighthill’s acoustic analogy when applied to flows containing solid
boundaries.

Lighthill’s Theory of Aerodynamic Noise

The Equations of Fluid Flow

The exact flow equations for a perfect gas relate to the conservation of mass,
momentum, and energy and can be written, respectively, as

dp _
aﬁ'v-p‘l—pm 1)
0
-ézpv+V-(pvv~T)+Vp=pgk+pF (2)
0 0
—phs-i-V-(pvhs—q—‘r-v)———Iz—pE+pF~v (3)

ot ot

where p, p,h,hs,T,q, and v are, respectively, the fluid density, the fluid pressure,
the fluid specific enthalpy, the fluid specific stagnation enthalpy, the viscous stress
tensor, the heat flux vector, and the fluid velocity vector. For a Newtonian fluid the
viscous stress tensor and the heat flux vector are

T=p(—§IV-V+VV+vV> (4)
__
q= NPth (5)

where p is the fluid viscosity, Np; is the Prandtl number uC,/k, Cp is the specific
heat of the fluid at constant pressure, & is the thermal conductivity, and I is the unit
tensor.

Equations (1) to (3) also include pm, pF, and pE, which are, respectively, the
density distributions of mass, force, and energy sources per unit volume; k is a unit
vector in the z-direction (measured downward in the atmosphere). In problems of jet
noise and turbomachinery noise the gravitational term pgk can be neglected, but it
is important when one is dealing with the problem of the propagation of shock waves
through the atmosphere. In studies of the noise from aircraft traveling at supersonic
speeds the source terms pm and pFE relate to the geometry of the aircraft, and in
particular to its volume, while pF relates to its lift distribution. Similarly, in studies
on turbomachinery noise pm denotes the effect due to volume displacement of the
rotating blades, while pF represents the equivalent aerodynamic force distribution
on the blades per unit volume and includes both steady and unsteady aerodynamic
loads. In studies on jet noise these source terms are absent.

The Equation for the Pressure
Fluctuations

The flow equations can be reduced to a suitable form for the study of the
generation and the propagation of sound. It can be shown that the convection
equation for the pressure is
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8%p dp 2 P 8
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where : is the double dot product.
The entropy is defined by the usual thermodynamic relation:

s Vp Vp

V~C——- =— -y (M
v p P

where Cy is the specific heat at constant volume and + is the ratio of the specific

heats Cp and Cy. The equation of state for a perfect gas is

p= pRT (8)

where R is the gas constant and 7T is the temperature. The speed of sound
¢ = /7vRT. The linearized equation for the perturbation pressure p is found if
we neglect the squares and products of all perturbation terms in equation (6) and
note that £ = RTyM:

Pp o n dcj \ dpo 9 (dM
Sz ~avet|19- —- g-ﬂﬂ%(ﬂ*v'lﬂ (9)

where ¢g is the ambient speed of sound.

In equation (9) the coordinate system is stationary in the atmosphere and can
be used for the study of the propagation of sound through the atmosphere as well
as for the study of noise generated in and propagated through the atmosphere from
an aircraft traveling at both subsonic and supersonic flight speeds. We describe
the aircraft as it is in motion with a prescribed velocity at a given altitude, where
cp = c4. When the flight speed is supersonic, shock waves generated near the aircraft
(see ref. 27) propagate toward the ground and generate the sonic boom.

In problems of jet noise the atmospheric terms in equation (6) are neglected and
all source and diffusive terms are omitted, but all nonlinear terms are retained:

Ov; Ov; 1 (Dp\?
=2 2vi %% 1 (LP
L(p) = pe 3.’13]' dz; + p (Dt) (10)

where the wave operator, in Cartesian tensor notation (described below), is

_ o2 02 9 o2
L= 32 + sz——at B + (vzv] - C %) ——-—awi oz,
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We deduce, by inspection of the terms on the right-hand side of equation (10), that
fluctuating vorticity and pressure fields are the major sources of aerodynamic noise.
Equations (6) and (10) differ from Lighthill’s equation of aerodynamic noise in that
Lighthill (refs. 2 and 3) argued that the density, rather than the pressure, was the
proper independent variable for the study of aerodynamic noise. Of course external
to the flow, in the radiation field, the density fluctuations are directly a function of
the pressure fluctuations. When the flow field is only weakly nonisentropic, we may
assume p varies as p7.

Lighthill’s Equation of Aerodynamic
Noise

Lighthill’s equation of aerodynamic noise is obtained by subtracting the diver-
gence of equation (2) from the time derivative of equation (1) and neglecting the
atmospheric and source terms. This results in the inhomogeneous wave equation:

%p

e 2 Vip = A(x,t) (11)

where the source term, in rectangular Cartesian tensor notation, is

621}'
A(x,t) = ——L- 12
(x,) Ox; Ox; (12)
with ¢ = 1,2,3. The exact expression for T;; in viscous compressible flow is
Tyj = powj + (p— p c2) 8ij — Tij (13)

where 6;; = 1,0 when ¢ = j and i # j, respectively, and T;; is the Lighthill acoustic
analogy instantaneous applied stress tensor. In the inhomogeneous wave equation
(eq. (11)), source terms that involve 8/8t, 8/0z;, 6%/0x; Oz;, and 83 /0z; Oz; Oz,
are labeled, respectively, monopole, dipole, quadrupole, and octopole. For the source
distribution function given in equation (12) the source is quadrupole.

Lighthill’s equation is ezact and has the following solution for an unbounded flow:

P t) = i c2 / / / ﬁc(y’;)l -

where p is the density fluctuation, relative to the ambient density poo, received by
an observer Q(x,t) in the far field due to disturbances of source strength A(y, 7) per
unit volume generated in the flow field at P(y,7), 7 = t—(|x—y|/cxo) is the retarded
time, and |x — y|/coo is the time for sound to travel from the flow disturbance at
P(y) to the field point Q(x) at the ambient speed of sound c,. We see that in
the Lighthill acoustic analogy the acoustic source distribution A(y,7) replaces the
actual fluid flow and, moreover, the sources may move, but the fluid in which they
are embedded may not. As discussed above, the sources are embedded in a medium
at rest having the constant properties poo and ¢, the same as in the fluid external
to the flow.
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The solution of the inhomogeneous wave equation (eq. (11)) can be obtained more
generally, as shown in reference 28, but it leads to the same solution (eq. (14)) when
the sources are at rest.

As stated above, the sources may move but the flow may not. Let us now consider
the sources moving at a uniform velocity U, and we define M = U/c,, the so-called
acoustic Mach number. We introduce a system of moving coordinates

N =y — CooMT (15)

such that the source emits when crossing the fixed point y at the time 7. The solution
to equation (11) in moving coordinates is then

)= e [ [ Ty ey (16)

where T is the retarded time. This is Lighthill’s well-known result.

If the instantaneous flow properties p, p, T, and v are known everywhere within
the flow, T;; and A(y, 7), or A(n, 7), are known everywhere, and the far-field density
perturbations can be obtained by quadrature throughout the flow volume. It is
assumed that A(y,7) vanishes beyond the flow boundaries and the far-field observer
is at a distance that is large compared with the finite dimensions of the flow field.

This seemingly simple yet exact solution to the fluid flow equations represents
one of the major advances in the solution of unsteady fluid flow problems and is one
of the most significant advances in the study of acoustics following the pioneering
work of Lord Rayleigh. An immediate deduction from Lighthill’s theory is that at
low Mach numbers the total acoustic power P, radiated from a jet is given by

2 A.778
P KijzUj

= 17
b pooch )
and since the kinetic energy flux is proportional to P; = p; A;U 13 , we see that
Fa g Uj/c0)? 18
P (p3/Poo)(Uj/cx0) (18)

where K is a constant of the order of 10~ and pj,Aj, and U; are the values of the
density, cross-sectional area, and velocity at the jet exit. Thus, the total acoustic
power is a small fraction of the flow kinetic energy flux.

In order to arrive at this result the integrand in equation (16) needs special
treatment, and arbitrary approximations to it are not permitted. Now T;; has an
order of magnitude equal to that of the kinetic energy of the turbulence per unit
volume, and only a small fraction of that energy escapes from the flow as noise. This
noise energy is then radiated to the far field, apart from the energy which is lost by
absorption in the atmosphere. The source strength is equal to the double divergence
of T;;, and if the retarded time were ignored, then at a large distance from the flow,
where |x| > |y|, no matter how large the source strength, the integral taken over
the flow field would be the same as over all space and would be exactly zero; to that
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approximation the intensity of the radiated noise would be zero. In order to avoid
this physically unacceptable result, Lighthill (ref. 2) showed that

Ty | | 0T, 0 8°T; or 8Ty ot or
Oy; Oy; Oy; Oy; Oy; Ot Oy; or? Byz ByJ

where square brackets denote the quantity is to be evaluated at t = 7.

In the far field we find the first two terms, which represent true divergences of
T;j, generate zero contribution to the radiated noise. Thus, it is only the third term
that is responsible for the radiated sound, and it follows that

1/

Since z;/z represents the direction cosines of the vector joining the source point
P(y) to the far-field observer point Q(x), we may write (x;z; /x2)Tij = Tgz. We
deduce that the contribution to the radiated noise at Q(x) from each source point
P(y) in the flow field involves only those components of the Lighthill stress tensor
that are aligned in the direction from y to x, and its amplitude is proportional
to the second time derivative of 7;; at emission. According to Lighthill’s acoustic
analogy, all acoustic sources within a flow volume radiate to the far field regardless of
their position with respect to the flow boundaries. In the acoustic analogy, internal
acoustic sources radiate with the same efficiency as sources closer to the bounding
surface.

These important results may be derived directly if the solution of Lighthill’s
equation is written in the form

ptt) = g g [ FE oy (20)

where, in the far field, this reduces to

as derived above.

Order of Magnitude Approximations

If typical velocity and length scales in the turbulent region of a jet are represented
by up and ly, and wp = ug/lp is a typical frequency in the turbulence, then wyly/ug
is O(1), in agreement with the experimental results of reference 29. We therefore
find the following orders of magnitude:

9Ty
Oy; 9y;

&T;; 8t dr
_ 2 /72 ij — 2 .2/.2
= O(pouy/ly)  and 572 oy; y; O(pougwi/cso)
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The ratio of these two quantities, O(u3/c2,), represents the fraction of the flow
kinetic energy escaping as sound. Since the sound intensity in the far field at x is
proportional to p2, it follows that the sound power radiated from a unit volume of

turbulence is
NEER
b poo cgo

This is one of the more important results derived directly from the Lighthill
acoustic analogy. It shows that the sound power per unit volume of the flow is
proportional to the eighth power of the flow velocity.

The viscous contribution to Tj; is O(pofu,% /Rp), where Ry = pougly/po is the
Reynolds number of the turbulence. At high Reynolds numbers, Ry >> 1 and then
the viscous contribution can be neglected.

Thus, a good approximation to T;; in high Reynolds number flows is

T;j = pvivj + (p — pcio)by; (22)

where the pressure p, the density p, and the velocity components v; and v; are
evaluated in the flow at emission points y. As previously stated the first term has
an order of magnitude of pgu%, but we need to study the second term carefully since,
at least in an isothermal flow, it appears to have an order of magnitude similar to
that in the external flow, which is zero.

The Effects of Temperature (Enthalpy)
Fluctuations

We need to turn to the equation of conservation of energy, which has the form of
equation (3). At high flow Reynolds numbers we can neglect the diffusive terms, since
we are studying the larger scale motions in the flow field responsible for turbulent
mixing and not the very-small-scale turbulent eddies responsible for the viscous
dissipation in the flow. Using the equation of state for a perfect gas, we find that

dp v —106v? 0
= =—-————(y—=1)=—pv;h 23
at 2 o U )azjm’f s 23)
The energy equation with the diffusive terms neglected is the same equation we
would have derived if the flow were assumed to be isentropic, with Ds/Dt = 0. We
may assume equation (23) holds even when the flow is weakly nonisentropic. Thus,
we find that '

ot cgo - 8yj

-0 p— pc 0 hoo — h -1 8 pv?
O p—pch _ (,mj = s>_7 9 pv” (24)
00 o0

Hence, for an inviscid flow,

2Ty, [ o2 y-1[82 ,] [o oo — g
[ Ot2 ]" ['B?P'Umvz ~ 5 a2 + E(%ol’”x‘ﬁ) (25)
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and it follows that

1 92 —1 hoo — b
p(x,t) ~ m/// {5,;5 (P’Ua:'vz - 1_2__m,2 "‘P'U:ccoo“%{;"i):l dy (26)
(oo}

The source terms have orders of magnitude of pou%, except the final term has
O {poupceo [(hsj/hoo) —1]}. This latter term possesses dipole, quadrupole, and
octopole contributions that generate noise proportional to ug,ug, and u(l)o, respec-
tively. Hence, for example, in a-heated jet at low Mach numbers, where temperature
fluctuations exist, the far-field noise intensity is proportional to M9, whereas for
- the isothermal jet the far-field noise intensity is proportional to M® under similar
conditions.

In reference 2,

aZTij B 52
Oy; Oy;  Oy; Oy;

[(pvivs = 722) + (0 — peke) &35 (27)

and in the case of the heated jet, Lighthill (ref. 3) argues the final term could be
replaced by [1 —(c&/ c2)] V2p, where the local mean jet temperature is found from

¢ = \/ART. It is also assumed that V2p as a source of noise is quadrupole, and
therefore is of similar order of magnitude to the other quadrupole sources. However,
that argument is shown above not to be complete.

If we consider the equation for the fluctuating pressure instead of that for the
density, then

a2 9 d? y—1 8% p? 82 pvi(hs — hoo)
(cgo 52 Y )p“ Bz; azj(””’”f B 8z; 0t hoo

(28)

and we are reminded that the term hs — hoo contains not only octopole and
quadrupole terms but also a dipole term of strength proportional to pv,h’, where h/
is the temporal fluctuation in specific enthalpy. Of course, in the case of the heated
jet the speed of sound inside the flow differs markedly from that outside. Thus we
might expect important flow-acoustic interaction effects to result in this case, since in
the real flow the convecting eddies are shielded from the ambient medium external to
the flow by heated, moving fluid. Such effects are, as already stated, included in the
Lighthill acoustic analogy in the form of the Lighthill stress tensor. Nevertheless, the
detailed fluid mechanics of such flow-acoustic interaction are hidden in the Lighthill
acoustic analogy and are better dealt with by considering the actual flow, as discussed
by Goldstein in another chapter.

We note here that in the Lighthill acoustic analogy, pv;v; is augmented by the
quantity —(y — 1)pv?/2 even when the flow is isothermal, but the major difference
between the isothermal and the heated jet comes from the dipole term involving
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temperature fluctuations in the jet. Provided the intensity of the temperature
fluctuations does not vary with jet Mach number, the far-field noise intensity for
the heated jet will be proportional to M% at low Mach numbers. This is confirmed
in experiments.

For the heated jet, even at low Mach numbers, it can be shown using the results
of references 30 and 31 that the temperature, or enthalpy, fluctuations for a flow
having a turbulent Prandt]l number of unity are

! 2 12 (h: —h
W VI Y~ heo) (29)
h; h; U;j (hj+h)

We see that the intensity of the temperature fluctuations is proportional to the
intensity of the turbulent velocity fluctuations. The temperature fluctuations become
negligible for the isothermal jet. Using this result for the intensity of the temperature,
or enthalpy, fluctuations leads to the following ratio of the intensities of dipole to
quadrupole noise for a heated jet at low Mach numbers:

Dipole 6 T; coo

Quadrupole Kﬁ;

The switch from dipole to quadrupole dependence for the heated jet is a function
of the enthalpy ratio hj/hoo. From the experimental data of reference 32 the
switchover occurs roughly when M; =~ 1.6(hj — hoo)/hoo- The experimental data
of references 33 and 34 on heated jets (both static and in flight) at low Mach
numbers confirm that the far-field noise intensity varies with M. This result is also
in agreement with the analyses of references 35 and 36. The results of reference 37
show how a prediction model for the far-field noise from a jet can be established to
provide a combination of the M ;-5 and M ]8 dependences and to provide a good fit
with experimental data.

Lighthill’s theory of aerodynamic noise has shown that for a jet at ambient
temperature and low Mach number, the far-field noise intensity varies with MJ-S.
Many experimental studies on jet noise, including reference 38, have shown a
dependence of noise intensity on M]ﬁ at low Mach numbers. To explain these
findings, Krasil’nikova considered Lighthill’s solution for a uniform flow jet at
ambient temperature. He considered only the first term of the Lighthill stress
tensor, and in addition overlooked the fact that the source term he took to be
dipole was itself a space derivative and therefore was quadrupole, in agreement with
Lighthill’s derivation. We can only assume that the experimental results at ambient
temperature available to Krasil’'nikova, as well as other experimental results showing
an M f dependence at low Mach numbers, were all subject to “excess noise.” This is
discussed in the section Ezperimental Considerations.

Thus, it has been shown that the complete Lighthill stress tensor is required for
modeling both cold and heated jets, and this model leads to a dependence on jet
exit Mach number in agreement with experiment at low Mach numbers. However,
in some flows a good approximation is T;; ~ pv;v;, where p is equal to the ambient
density outside the flow. In general, though, the full stress tensor is required.
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The Effects of Convection

Lighthill’s Acoustic Analogy in a
Moving Frame :

It has been stated previously that in Lighthill’s acoustic analogy the equivalent
sources may move but the fluid may not. In the application of Lighthill’s theory
to the study of the noise from turbulent jets it has been found that the dominant
sources are confined to a more or less central region of the mixing layers between
the jet and the surrounding ambient fluid. Thus it is a satisfactory approximation
to assume that the dominant sources all convect downstream parallel to the jet axis
at a more or less constant speed or, as we will deduce subsequently, at a speed that,
in general, is a function of the distance from the jet exit.

It is convenient to evaluate Lighthill’s integral in a frame of reference moving
with the convection speed of the turbulence. If we do not do this, then the space-
time correlation function, corresponding to Ty, must itself contain the effects of
convection, and in such a frame of reference the effects of the retarded time are
large. Thus as noted by Lighthill (ref. 2), an additional advantage in effecting the
quadrature in a frame. of reference moving with the convection speed, is that the
effects of the retarded time between the emissions from any two sources whose far-
field radiation arrives at the observer simultaneously at a time ¢ are minimized. This
can be shown to be true generally, provided M, cosf # 1.

Let U, be the convection velocity and M, be the convection Mach number with
reference to the external speed of sound. In studies of aerodynamic noise, it is more
convenient to use this “pseudo Mach number” rather than the true Mach number in
the flow, which is equal to the local speed divided by the corresponding local speed
of sound. We define a system of moving coordinates

N=Yy — CoocMcT
such that the source emits as it crosses the fixed point y at time t = 7.

When Lighthill’s integral is transformed to n-space and assuming that A(y,r) =
A(n,T), we find that in the far field, as given by equation (16),

1
R e T / / / A(n,7) dn (30)

where
b (o/ew) x 1
[1 — Mccos8|  cooz|l — Mccosé)

(31)

is the retarded time and the effective volume of the sources is augmented by the
Doppler factor |1 — M. cos6|. We see that when the source is convected relative to the
fixed observer, the radiation is preferentially directed in the downstream direction.
The radiation in the direction § = 90° is unchanged. The far-field density appears
to be singular when M_cosd = 1. However, this is not the case because the entire
source function is not responsible for the noise radiated to the far field. Only a very
small part of the characteristics of the overall source function are responsible for
sound radiation, and the detailed analyses of Lighthill and Ffowcs Williams show
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the sound radiation is finite in this limit when M. cosf@ = 1. Moreover, the sound
intensity increases smoothly in the passage from M.cos8 < 1 to Mccosf > 1, as is
shown subsequently when we consider in detail the case of noise radiation from a jet
at all Mach numbers.

The Fourier Transform of the Density
Fluctuations

Now the Fourier transform of the far-field density fluctuations is given by

o0

P =5 [ " exp(-iut)p(x, ) dt (32)

where w is the circular frequency, and hence,
px,w) ~ ———1————ex (~iwz/c )/// exp(—ik - n)
X, ~ 47“%0 T p 00 P n

X dn/ %A(n,r) exp(—iwpT) dr (33)

where the wave-number vector of the far-field noise is

o WX
Tloo
and the Doppler-shifted frequency is
wp = w(l — Mcosb) (34)

Hence, if the four-dimensional Fourier transform of A(n, ) is A(k,wp), then

A(k,wp)

plx,w) T2

exp(—iwz/coo) (35)

We can gain an insight into the characteristics of the radiated sound, and
in particular the effects of source convection, by first considering an elementary
distribution for A(n,7) that represents a line source distribution along the zi-axis.
Let us put

A(n,7) = 8(n2)8(m3)lals exp(iwpyT) Y Amexp(i2mmny /ly) (36)

where l1, I, and I3 are length scales of the disturbance, m is the mode number, and
wp, is the source frequency. On substitution into Lighthill’s integral we find

Ligls .
5oz exp(iw0e/ coo) Am (37)

p(z,wp) = 2z
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where m = —wply cos0/2mc. Since the source is moving kat the speed U, we see
that

ky =kcosf = —~2mm/l; and  wp=k/coo =wp,/(1— Mccosb)

Thus, in the far field, at a polar angle 6, we have a discrete Doppler-shifted
frequency sound field with wp = wp,/(1 — M. cos8), which varies with the angle 6,
and only the mode m = —wpljcosd/2mcs can radiate, where m is an integer.
We interpret this result as providing a condition that sound radiation to the far
field involves only that part of the wave-number—frequency spectrum of the source
function A(y,t) for which the phase speed w/k of its wave components exactly equals

the external speed of sound co,, where k = \/k% + k;% + kg is the wave number of
" the sound. We see that for this source function, the radiation changes with Mach
number of the source, but its amplitude is always finite. Alternatively, for given

values of wy, lp, and m, sound radiation will be beamed at one angle 8,, = 6 only,
where cos 0y, = —~2mmces /wplo-

The Lighthill-Ffowcs Williams Theory of
Convection

The special properties of the Lighthill source function, which include the second
time derivative of T;; at emission, generate similar preferential radiation character-
istics at all Mach numbers. It can be shown that, provided M, cosf # 1,

1 62Tz$('na T)/ 67';2 ’
plx8) ~ ancd /// |1 — M, cos8|3 an (38)

which is another of Lighthill’s important results. In figure 1 the effects of convective
amplification are clearly shown. Equation (38) was the starting point for the work of
Ffowcs Williams (ref. 39) on the radiated noise from high-speed jets. This solution
applies to a volume distribution of quadrupoles traveling at subsonic and supersonic
speeds, including the case where |1 — M.cosf| = 0. An uncritical deduction from
equation (30) would lead to the assumption that the emission of infinite sound occurs
in a direction perpendicular to Mach waves. When |M| > 1, care is needed to find
the emission of finite sound in directions along and close to the normals to the Mach
waves.
At supersonic convection speeds the disturbance created by the moving eddies
in the jet mixing region is responsible for the creation of Mach waves and weak
shock waves in the external medium. Figure 2 (from ref. 40) shows typical pictures
of Mach wave radiation. However, eddies are not solid objects and they do not
nove at a steady speed. Thus, we must regard the eddies as possessing both a mean
:onvection speed and some fluctuation. At subsonic and supersonic convection speeds
n directions other than normal to the Mach waves, the effect of the fluctuation in
onvection speed is negligible. However, in the direction normal to the Mach waves,
‘here M, cos@ = 1, the Doppler factor in equation (38) must be replaced by

[(1 — M, cos 0)2 + (ow,%/cgo)ll/2 (39)
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Figure 1. Directional distribution of jet noise as function of convection Mach
number. U; = 300 m/sec; M = 0.62M;.
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(b) Choked jet.

Figure 2. Jet at supersonic speeds showing Mach waves outside jet boundary.
(From ref. 40.)
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where v, is the average fluctuating velocity component (root-mean-square value)
normal to the Mach waves and « has an order of magnitude equal to the characteristic
Strouhal number of the turbulence wyl, /v,, where wy is the characteristic turbulent
circular frequency and I, is the characteristic turbulence length scale in a direction
normal to the Mach waves. The term av?/cZ, is negligible except near M, cosf = 1.
In the direction normal to the Mach waves the sound power radiated per unit volume
of turbulence is proportional to

T2}
Poo‘-UOl?

where T2 is the mean-square fluctuation of the stress tensor Tj;,lp is a length scale

of the correlation volume, and aw?/cZ, is replaced by (wolr/coo)?- This result was
first given in reference 39.

The Neglect of Density Fluctuations in
the Flow

The Lighthill acoustic analogy provides a satisfactory foundation for the study
of the sound radiation from unsteady aerodynamic flows, including turbulent jet
flows, in motion at subsonic and supersonic speeds. In all the discussions relating
to estimates of the magnitude of the effective source strength the fluctuations in
density in the source field have been ignored. This approximation may be justified
on the basis of the Morkovin (ref. 41) and Bradshaw (ref. 42) hypotheses for mean jet
convection Mach numbers less than about 1.5. For jets at higher speeds the turbulent
mixing region contains eddies moving supersonically relative to the ambient flow.
The accompanying wavelets, or shocklets, produce significant fluctuations in density
in the acoustic source region and these cannot be ignored. Further discussion of the
noise from high-speed jets is given in another chapter.

The Spectrum of Aerodynamic Noise

Space-Time Correlations of the Source
Function

The general expressions for the autocorrelation of the noise intensity and its
spectral density at the position of the far-field observer are, respectively,

3 T
xy _ Coo 1: 1 / ’ 7 % /
I(x,t") = e Ao r p(x,t)p(x,t' + %) dt (40)
and o
I(x,w) = 1 / exp(—iwr*)I(x, ") dr* (41)
21 J—oo

where w is the frequency in the fixed frame of the observer. If we assume that the
turbulent field is stationary and thus its mean properties do not vary with the time
of measurement, then the space-time correlation of the second time derivative of the
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stress tensor may be written as

02Ty 92T,
6712 87'%

4

aT4P9(y1 6’ T) =

(42)

where Ty, and T%, are, respectively, the aligned components of the Lighthill stress
tensor at the source positions 7 and ¢ = 1+ 6, with corresponding retarded times 7
and 79, for a given observer position x. The term Pj is the space-time covariance of
T;; at a fixed point in the source region aligned with the observer situated at (z,6),
where 6 is the angle relative to the direction of motion, which in the case of a jet
would be along the jet axis.

Autocorrelation of the Far-Field Sound
Intensity

Now 1 =y — cooMcT1, =2 — CooM¢T2, and § = 1 — ( is the spatial separation
of the sources at 1 and ¢ in the moving frame, and 1 and ¢ correspond respectively
to the two fixed points y and z at which emission takes place. The corresponding
retarded times are 7y and 7. With 7 as the difference in retarded times between the
emissions at y and z and t* as the difference in their reception times at the observer
we find that

_ Coot’| Ix—y[+6- (x—y)|

= 43
ceol 1%~ ¥1 ~ Mg - (x= )| )
and in the far field, where |x| > |y|, this reduces to
Coolt™ T+ 8 -x
= 44
T CooZ|1 — M cos 6| (44)
If we write the wave-number vector as k = —wx/zcx and note that dt* =

(1 — M¢cos®9) dr, then the far-field autocorrelation of the sound intensity is

S —T
I 87) ~ 1672 poocoz2|1 — M, cos0]° ay 6T4P‘9(y’ §,7)dé (45)

and the cross-power spectral density is

— T —
I(x,w) =~ W/// w4P9(y, k,wp) dy (46)

where Py is the four-dimensional Fourier transform of the source space-time covari-
ance and

Py(x,k, wp) = ~(-2—71r74;f/‘/exp(—-ik- 6) db /_0; exp(—iwpT)Pyly, 6,7) dr (47)

The Doppler-shifted noise frequency in the far field is wp = w(1 — M, cosf),
where w is the source frequency. The far-field noise intensity and its spectral density

227



Lilley

are finite at all Mach numbers. This result was first given in reference 39. An earlier
approximation to this result was given by Lilley (ref. 43). The correct result for
I(x,w) was given by Lighthill (refs. 4 and 5) and by Ribner (ref. 44).

If the source function Py has the physically possible form

Py = pouf exp [(~62/12) — whr?] (48)

in a moving frame having the convection velocity U,, we can easily find the part of P
that is responsible for the far-field radiation. We find the four-dimensional Fourier
transform of Py and then integrate the result over all angles in wave-number space
to find the average wave-number spectrum function By as a function of wave number
k and frequency w only. Here k = |k| and w is the frequency of sound in the far field
and is related to the frequency in the source field wp by wp = w(1 — M, cosf). Thus
we find

- , . o
Ap(y. k,wp) = s ——lMc prmy f// exp(—ik - ) d5/exp (—iwpT) b—;Pg(y,k, T) dr
(49)
and

7r —
Bo(y,kywp) = 2r [ sint7y(y, k,wp) df (50)
0

Contours of constant By are plotted in figure 3 as functions of £ and wp for several
values of M.. Also plotted is the line wly = klpc. It is only values of By lying on this
line that contribute to the far-field radiation. At low convection Mach numbers the
wavelength of the noise is four to five times the characteristic length of the energy-
containing turbulent eddies, and those eddies responsible for most of the radiation
are a slightly smaller scale than the energy-containing eddies. This conclusion was
found independently in reference 45, an investigation of the noise radiated from
isotropic turbulence, and in reference 43, which contains studies on the noise from
jets. At higher convection Mach numbers approaching unity the wavelength of the
noise is roughly twice the characteristic length of the energy-containing eddies, and
those eddies responsible for most of the radiation are about one-third the scale of
the energy-containing eddies. These results were obtained in reference 39.

Useful Definitions Used in Aerodynamic
Noise Theory

In the results discussed subsequently we use a number of quantities that we define
here for convenience. These are the sound intensity

I(x) = /_ °; T(x,w) dw (51)

and the sound power

T
P = 27z? /0 sin6I(x, 8) do (52)
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Figure 3. Isocorrelation curves of the Gaussian source function By for various
values of convection Mach number.
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on the assumption that the acoustic far field is cylindrically symmetric with respect
to the jet axis. We define the sound pressure level in decibels as

p2

ref

and the total sound power level in decibels is

P
N = ].OIOglO P

ref

(54)

The Structure of a Turbulent Jet

The Initial Mixing Layer

The structure of the turbulent mixing region of a circular jet has been studied
extensively by many experimentalists. The initial mixing region, from about one to
four diameters from the jet exit, is similar to the two-dimensional plane mixing layer
since its overall thickness b is small compared with the jet diameter D;. For the plane

mixing layer and for values of Ujy1/v > 10, where U, is the velocity outside the
mixing region, y; is measured parallel to U7, and v is the eddy viscosity, it is known
from the measurements of reference 46 that the flow structure is self-preserving in
the sense that the average properties of the turbulence and of the mean flow at any
section of the mixing region are similar except for a change in scale.

In the initial mixing region, if all upstream disturbances are absent, the mixing
layer exhibits characteristics of laminar flow followed by transition to turbulence at
Reynolds numbers of about Ujy; /v > 4 % 105. At low jet Reynolds numbers the dis-
turbances associated with the most amplified instability waves can be readily visual-
ized and their breakdown results in the formation of vortex rings and, subsequently,
secondary azimuthal waves and the formation of longitudinal, or streamwise, vor-
tices. The experiments of Crow and Champagne (ref. 47) and the theory of Michalke
(refs. 48 and 49) show that the preferred wavelength for maximum spatial growth
is 76 to 86, where § is the thickness of the initial shear layer. The initial region is
shown clearly in figure 4, which is for a 25-mm-diameter air jet at a jet Mach number
close to unity. Similar results were obtained in reference 50.

Vortex breakdown occurs with and without coalescence, or pairing, of successive
vortex rings. The detailed description of convective instability and, in certain
cases, absolute instability of mixing layers and their progress toward transition are
interpreted and expertly summarized in reference 51.

The Turbulent Structure in a Mixing
Region

Experimental evidence suggests that the vortex structures existing in the final
stages of transition persist in the region where flow is fully turbulent. In addition,
large vortex structures arise naturally in the turbulent flow, and further discussion
on this takes place below. The question of the importance of the collapse of regular
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(b) Knife-edge horizontal.

Figure 4. Structure of initial mizing region of 25-mm-diameter air jet at high
subsonic Mach numbers. U; = 250 m/sec; field diameter, 0.8 m; picture
sequence, 0.5 msec.
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vortex rings and vortex pairing and the resulting large localized pressure fluctuations
as a source of intense noise generation has been raised by many researchers (refs. 47,
52, 53, 54, and 55). This question, however, remains unanswered for jets at high
Reynolds numbers, where the turbulent diffusion processes act to smear out such
peaks in pressure fluctuations, although the concensus is that at subsonic jet speeds
in fully turbulent flow such noise is small in amplitude compared with the noise
generated by turbulent mixing. Further discussion on this topic, including the
corresponding effects in ‘supersonic flow, is found in another chapter. Certainly
transition from laminar to turbulent flow is a strong source of noise in a mixing,
region, and measurements of noise from jets at low Reynolds numbers, where the
extent of laminar flow from the jet exit to transition covers many diameters in length,
do not follow the corresponding results at higher Reynolds numbers.

The turbulent structure in a jet at high Reynolds numbers is strongly inhomo-
geneous as a result of the spreading of the flow into the surrounding nonturbulent
ambient fluid. The bounding surface of the mixing zone is highly contorted by eddies
that, according to references 31 and 56, resemble the Helmholtz instability of a vor-
tex sheet, with a growth and decay cycle. The alternation between instability and
stability suggests that overall the flow is in a state of near neutral stability, and the
contortions of the bounding surface allow the entrainment rate of irrotational fluid to
be self-adjusting and dependent on a flow constant R only. The flow in a jet may be
assumed to be composed of a mean velocity field U(z), a large eddy motion u'(z, ),
and the main turbulent motion u”(z,¢). The main turbulent motion includes all the
small eddies down to the smallest eddies responsible for the dissipation. According
to reference 31, it may be assumed that the turbulence is quasi-homogeneous at the
higher end of this range down to a state of local isotropy in which the structure is
near universal, which by observation is in accord with Kolmogoroff’s theory. Ed-
dies in this lower range of sizes make little contribution to the total kinetic energy
of the turbulent motion. Townsend shows that the main turbulent motion is ex-
posed to the mean shear or strain rates imposed by the mean flow gradients. As a
result of rapid-distortion theory the essential anisotropic features of the main turbu-
lent motion can be estimated, and good qualitative agreement of these values with
experimental values is obtained. Thus, the main turbulent motion is shown to pos-
sess structural similarity such that its contribution to the main motion is limited to
changes in velocity and length. Townsend quotes results for the relative strengths
of the components of the Reynolds stress tensor for different regions of the jet and
shows the differing degrees of anisotropy that exist between the initial mixing region
and the flow downstream of the potential core. All these results are for low subsonic
Mach numbers. However, many of these structural parameters remain unchanged at
higher Mach numbers, provided the jet is shock free. A detailed discussion of the
turbulent structure in supersonic jets is considered in another chapter.

Turbulent Measurements in a Moving
Frame

The measurements from which the results discussed above have been obtained
have all used fixed-frame analysis. In general, this gives an impression that there is
a random distribution of eddies crossing the observation window and that events
relatively remote from each other are statistically independent. However, flow
visualization and space-time measurements at laboratory Reynolds numbers show
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that much of the structure, especially in the larger scale eddies, is ordered and
has a longer characteristic decay time than would be apparent from a statistical
analysis of the measurements. The experimental measurements of reference 29 for the
cross correlation Ryj(¢,T) are shown in figure 5. In these measurements the average
convection speed of the turbulence is almost constant across the mixing region. Its
value is related to a group velocity, since the turbulence may be represented by a
dispersive wave system, which is a function of frequency. An average value of the
convection speed in the initial mixing region of a jet is 0.62 times the mainstream
velocity difference between the centerline velocity of the jet U; and the velocity of
the ambient fluid outside Uy. In figure 5 the moving-frame autocorrelation at the
speed of convection is the envelope of the cross-correlation curves and has the largest
characteristic time scale Ly max. It is found that Ly max is of the order of the inverse
of the mean shear 8U; /8z9, proof that the eddy distortion is directly related to the
" mean shear as discussed previously. If up and ly are characteristic scales of velocities
and eddy sizes, then L, max = O(lp/ug) also. This simple result is in agreement with
Prandtl’s mixing length theory, which states ug: = lg 0U1/d29. The measurements
show that with wp = 1/Lrmax, wolo/uo = 1.7 (or folo/up = 0.27 approximately),
where wy = 27 fy is the characteristic circular frequency.

1.0

- Envelope represents autocorrelation (moving frame)

Time for signal to
travel 0.5 and 0.6 in.

Ryi(€7)
S

__2 . % 1 1 1 L - 1 | ) i
0 50 100 150 200 250 300 350 400 450 500
Time delay, 7, usec

Figure 5. Cross correlation Ry1(€,7) in 25-mm-diameter (1.0-in.) jet at
Mj; = 0.45. y; = 1.5D;; r = 0.5D;. (From ref. 29.)

We note that wglg/ug is the characteristic Strouhal number of the turbulence in a
moving frame and we may assume it is nearly constant throughout the entire mixing
region.

The integral length scale Ly; of the turbulence is independent of the convection
speed and has a value of about 0.12y; near the center of the initial mixing region.
The isocorrelation contours as measured in reference 29 in a 25-mm jet at M = 0.45
are shown in figure 6 and clearly show the frame of reference in which the correlation
falls most slowly. In this case it is 0.62 times the jet exit speed. The variation of the

233



Lilley

convection speed across the initial mixing region of a jet at two stations downstream
of the jet exit is shown in figure 7.

The Large-Scale Structure

The large-scale structure of the turbulence in the mixing region of a jet has
been shown experimentally, as observed through flow visualization and methods
involving conditional sampling, to possess self-similar structures that are coherent
and extend in the direction of their convection. These are discussed by many authors,
including Yule (ref. 57) and Browand and Weidman (ref. 58). These structures may
similarly be described in terms of their wave number and frequency structure and are
amenable to theoretical description. They have been termed wave models or wavelike
(refs. 59 and 60). The recént work of reference 61 provides a suitable model for the
structure of the two-dimensional mixing region of a jet based on this wave theory
of turbulence. With this weakly nonlinear, finite-amplitude model reference 61 finds
that the primitive large-scale structure of the mixing region, as shown in figure 8,
is the result of the instability of the basic turbulent flow to small disturbances.
Corresponding experimental results (ref. 62) are shown in figure 9. The amplitude of
the unstable disturbances and their subharmonics grow initially exponentially with
both time and space and are convected downstream with a phase speed of about
0.6U;. Eventually, though, strong nonlinear and three-dimensional distortion sets
in and the simple waveform of the most unstable wave becomes more broadband,
with the result that the local flow develops into a complex eddy structure of many
different sizes, as discussed above, and the turbulence possesses a near continuous
spectrum. As a result the width of the local mean flow grows with downstream
distance, as shown in figure 10. Accordingly the properties of the most unstable
wave change and largest eddy structures dominate. This condition is accommodated
by a “pairing,” or some related interaction, between subsequent yet randomly formed
upstream disturbances as they are convected downstream. Some irregularity in the
structures develops, and overall the new structures suffer a pronounced jitter due to
the irregular, turbulent flow developing downstream. Yet on average, as confirmed
by the conditionally sampled results, the large-scale structures possess a remarkably
coherent structure convecting downstream. The main turbulence is smaller in scale
but is also convected downstream along with the large-scale turbulence. The smaller
scale turbulence eventually decays through a Kolmogoroff cascade process down to
the smallest scales of turbulence at which dissipation occurs. The irregularity in
the large-scale structures becomes more marked in the mixing region downstream of
the potential core, but nevertheless such a large-scale structure appears to exist and
acts to control both the mean flow local growth and the entrainment of the external
irrotational fluid into the jet. Different modal structures, reflected in different large-
scale structures, develop when the jet is induced to spin about its axis and when the
jet is nonuniform and highly disturbed at the exit plane.

All the results discussed above relate to the case when the jet is devoid of both
internal and external excitation. Qur description of the large-scale structure makes
no mention of the sound field generated by it. The randomness of this sound field and
its low amplitude compared with the kinetic energy of the eddy structures from which
it is generated suggest that the large-scale eddy structure is unchanged as a result
of the presence of this sound field, even though the sound field suffers scattering,
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Figure 6. Isocorrelation curves of Ry1(§,7) in 25-mm-diameter jet at M; =
0.45. y1 = 1.5D;; r = 0.5D;. (From ref. 29.)
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Figure 7. Variation of eddy convection speed across mizing region. (From
ref. 29.)
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Figure 8. Calculated streaklines for two-dimensional shear layer at
nondimensional time of 90 units. (From ref. 61.)

diffraction, and refraction as it traverses the turbulent flow before issuing into the
external irrotational flow and propagating toward the distant observer.

Discrete frequency aerodynamic or acoustic forced excitation of the jet generated
internally or externally has, on the other hand, a marked effect on the jet structure,
at least in the initial mixing region downstream of the jet exit. Provided such
disturbance is of sufficient amplitude, the most unstable waves are now closely related
to the excitation frequency and its harmonics. Violent changes in the structure of
the jet mixing region occur and in extreme cases result in the rapid spreading of the
jet in one plane to the splitting of the jet into two or more separate jets. The sound
field from an excited jet is treated in another chapter. Further work on excited jets
may be found in references 63 to 66.

The Self-Preserving Properties in Jets

For both plane and circular jets at high Reynolds numbers and low Mach numbers,
experiments show that throughout the mixing region the mean flow is self-preserving
and depends on u and [j, which are functions of the axial coordinate y;, and the
flow is geometrically similar at all sections. As discussed in references 30 and 31, self-
preserving flow is limited to either axisymmetric flows or flows in which the width in
one direction is effectively infinite, such as the plane jet or plane mixing layer. Here u
is the scale of the mean velocity variation, and [j is the length scale of the flow; ug is
the scale of the turbulent velocities and is proportional to u;. However, the complete
turbulent structure has a response time which is, in general, long compared with the
time for the mean flow development. Thus we find for the jet that the conditions
for self-preserving flow are broadly met for scales of turbulence of the order of {j in
length, where the mean width b of the mixing zone is of the order of 2Ij to 3ij and
b = 0.32y; for the jet issuing into fluid at rest. However, for the larger eddies in
the mixing zone the response time is longer than for the mean flow development and
the large eddy structures persist for many jet diameters downstream, as shown in
many flow visualization photographs discussed previously. The differences between
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Figure 9. Flow visualization in mizing layer with density ratio of 7 at low
Mach numbers. (From ref. 62.)
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Figure 10. Calculated growth of shear layer at low speeds. (From ref. 61.)

the structure of a jet and a wake far downstream from their respective origins have
been noted in reference 31. In the jet the lateral mean velocity, which is directed
radially inward, is much greater than that for the wake, and according to Townsend,
it restricts the growth of the large eddies. The intermittency of turbulence in a jet is
less than it is in a wake. For a two-dimensional high-speed jet issuing into a medium
at rest, the spread of the mixing region into the quiescent medium occurs at a faster
rate than it does into the high-speed flow (vef. 67).

For the circular jet we can describe certain basic flow properties. Following the
work of reference 31, we find that if the Reynolds number is sufficiently high, the
initial mixing region may be assumed to be planar, with a mean velocity distribution

U 1—X [+ 0
-U—; —-A= ol exp(—z°/2) dx (55)

where X\ = Uy/Uj, mp = 0.33(1 — A)/(1 + X), and 7 = yo/I§. If we assume that
the energy-containing eddies have a scale of the order of [j, where [j is about half
the width of the mixing region, then the dissipation length scale L, (as defined by
Townsend) is about 3[3, where the turbulent energy dissipation € = (u3)3/ 2/Le. For
the plane mixing region lj increases linearly with y;, and similar growth occurs for
the circular jet issuing into the ambient fluid. For the jet issuing into a moving fluid,
with the external speed small compared with the jet exit speed, the growth of the
jet is also linear with y;. When the two speeds become nearly equal the growth is

(y1 — yo)l/ 3. and such a case occurs asymptotically far downstream when the jet
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centerline velocity approaches the external velocity. In all these flow cases the flow
is self-preserving.

References 68 and 69 show that the length of the potential core L increases with
the ratio A = Uy /U;. Similarly, reference 70 shows

L 4.39
e 6
D; 1-0.92x (56)
where Dj; is the jet exit diameter. This result was obtained for low speeds, but
further experiments show L/D; increases slowly with increasing Mach number. In
addition, the growth of the mixing region can be expressed by

1-2
b(y1) = 032?/1“_)\

(57)
with [ =~ b(y1)/2.4. Since the overall width of the mixing region is not defined
with any precision, we will assume in the following applications relating to the
determination of the strength of the effective noise sources that to a sufficient
approximation, the width of the mixing region at the end of the potential core is equal
to the jet exit diameter. The overall growth of the mixing region with downstream
distance varies from a model circular jet to a full-scale, straight-jet engine, and the
limited experimental data suggest a variation similar to that shown in figure 11.

The intensity of turbulence varies considerably throughout a jet. Typical results
from experiments are shown in figure 12 (from ref. 71). These results are for
the overall turbulence intensities, which include both the fully turbulent and the
nonturbulent components. These components differ markedly from the separate
rotational and irrotational components, which arise as a result of the turbulence
intermittency. Thus much of the variation of the mean turbulence properties across
the jet, as shown in figure 13, arises from the turbulence intermittency, with the
result being that in the periods when the flow is fully turbulent, the turbulence
intensity distribution is more uniform across the mixing region.

Outside the mixing region in the 1rrotat10nal fluid, experiments confirm that the
fluctuating velocity components decrease as y2 2 at large values of yo, where ¥ is the
distance normal to the boundary of the mixing region. :

The Flow Properties Downstream of the
Potential Core

The average turbulence properties of the mixing region of a circular jet of diameter
D; in the regions upstream of and downstream of the end of the potential core L
are shown in figure 12. Reference 31 shows that these properties depend on the flow
constant R, which is defined as |ugl|lj/v, where v is the eddy viscosity and uj and
Iy are, respectively, a characteristic velocity and length scale of the mean flow. The
mean velocity distribution for the jet downstream of the potential core is given by

2
U=Us+uj exp (— 23;—32> (58)
0
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where Uy is the velocity of the outer flow and U; > Uy is the velocity on the jet
centerline. The centerline of the jet is y2 = 0, so that u§ = Uy — Uy. If the vorticity
thickness is defined as

U - Uy

= (dU/dy2)max

then we find [§/6 = 0.520. According to reference 68, U1/(U; ~ Us) = L/y; when
y1 > L. When ) = 0 we obtain [j = 0.068y;.

(59)

The Flow Properties in the Initial
Mixing Region

For the initial mixing region the transverse distribution of the three normal
components of the turbulence velocity is shown in figure 14. In this region the

240



Jet Noise Classical Theory and Ezperiments

. . . s
LV measurements in subsonic and supersonic free jets

20~
18f— 41/D;
o 20
16~ O 40 °
A 80
D 16.0
8
::.3’ 12 b~
b
2,
5; 10 =
3
ook
&
6
. M; = 0.90
2
0|Illlllllllllllllllllllll
—-.30 —.20 —.10 0 .10 .20
{r—ro5)/u1
18—
16 —
14
= 12—
=
8
g,
~ 10
s |
5
E s
=]
6_
4 b—
M; =137
29— o
o] L&)
1 i i I 1 i i 1 ' i i 1 i 1 i LY 1 ' i i 13 1 l
0 -.20 —.10 0 10 20

(r—ros)/u

Figure 12. Variation of urms/Uj across jet at different distances from jet exit
at jet Mach numbers of 0.90 and 1.87. (From ref. 71.)
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mean velocity distribution is given by (see eq. (55))

*
Ug

U=Us+ - (—z2/2) dzx (60)
BRI~ BN

where 7 = yp/1§. In this region u§ = U; — Uy, and in both regions Uy is the external
velocity. For a jet that issues into the ambient medium at rest, Uy = 0. We find
that I§/6 = 0.40, where again § is the vorticity thickness. From reference 62,

1—A

with [§ = 0.4, if we assume the thickness of the shear layer is zero at the jet exit.

2
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Figure 14. Variation of turbulence velocity components across mizing region
of jet. (From ref. 81.)
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Reference 31 indicates that Rs = 35.7 for the plane mixing layer when )\ < 1.
Therefore,

2 1-2A ,\
* —_....
0= BRI+ A~ 0. 056 T (62)

However, if we adjust the value of By to 30 and make a similar adjustment to the
experimental value stated above, the agreement is satisfactory between the results
given in reference 31 and the experimental data of reference 62. When A = 0, the
rate of growth of the initial mixing layer is similar to that of the jet far downstream
of the end of the potential core. The overall width of the mixing region is given by
b(y1) ~ 0.3y; and an average value of [fj =~ 0.1y;. For the region downstream of the
potential core and counsidering only the case A < 1, we find

b(y1) = 0.24y (63)

The Entrainment Into the Jet

The growth of the width of a jet depends on the entrainment, although both
quantities are part of the equilibrium balance imposed on the jet structure by the
conservation integral properties of the jet flow and its boundary conditions. If we
first consider the special case of incompressible flow and let Ug be the effective
average entrainment velocity at the jet boundary, then for self-preserving flow in the
jet far downstream of the end of the potential core it follows that Ug is inversely
proportional to downstream distance and is only weakly dependent on the velocity
distribution across the jet for a given jet and jet thrust.

In the initial mixing layer, which we assume is planar, the entrainment from the
high-speed stream differs from that from the ambient medium. Both entrainments
are directed toward the mixing layer. If the effective entrainment velocities from the
high-speed fluid and ambient fluid are U, and U_, respectively, then we find

Uy dly U_ dlg
T (64
where I; and I are, respectively, [ f(n) dn and [ f(n)? dn and the mean velocity
distribution is f(n) = (U — Uy)/(U; — Uy). Since 7g is found from experiment to be
—0.03, it follows that the turbulent diffusion into the ambient medium is greater than
that into the high-speed flow, a condition that agrees with the results of reference 67.
Further study shows that in all regions of the jet the entrainment is a strong
function of the velocity ratio A, the density ratio p;/pco, and the jet Mach number
M;. Some typical results for the ratio of mass flux in the jet mje; to mass flux at the
jet exit m; are shown in figure 15 (from ref. 72). The values of A, p;/poo, and M;
therefore influence the structural parameters of the jet, such as the spreading rate
of the jet, the centerline velocity decay downstream of the potential core, and the
local turbulent intensity. Thus, as might have been expected, the flow structure of
the jet on a full-scale aircraft jet engine in flight may differ dramatically from that
of a static model jet tested in the laboratory at ambient temperature.
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The Properties of the Mixing Region at
High Speeds

We have discussed the properties of the mixing region in a jet at low subsonic
Mach numbers. References 70 and 71 give information on the changes that occur
with an increase in Mach number from subsonic to supersonic shock-free flows. The
main conclusions from their results are that, with increasing Mach number, the
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growth of the mixing regions decreases, the length of the potential core increases,
and the intensities of the longitudinal and the lateral velocity components decrease.
Figure 16 shows the variation of urms/U; with distance along the centerline y; /x.
(zc is length of the potential core) of a jet at three Mach numbers as measured in
reference 71. They obtained similar results for vpms/U. ;- The intensity does not fall
to zero throughout the potential core, although the level is small compared with the
maximum intensity as shown in figure 12. The value of u;ms/U; reaches its peak at
nearly twice the length of the potential core and then decays at a rate similar to that
found in the self-preserving region farther downstream. The growth of the length of
the potential core is shown in figure 17(a), which includes results from reference 71
as well as from other experiments. Figure 17(b) shows the corresponding decrease
in the nondimensionalized vorticity thickness 6, with increasing Mach number. At
high Mach numbers, &;, decreases as 1/M; as M; tends to infinity (ref. 62).

Concluding Remarks

We have shown in this section that the flow structure in a turbulent circular
jet defies simple description even in low-speed flow. At subsonic speeds the jet
structure is broadly divided into the initial mixing region, covering the length
of the potential core, and a more extensive region downstream. Between these
regions is an intermediate region that, although continuous with the upstream and
downstream regions, has a non-self-preserving structure, and that structure is not
well documented. Tt is possibly the region contributing most to the radiated acoustic
power.

The information we require as input to our model for the noise generation from
the turbulent flow includes the mean flow properties of the jet; the instability of
the mixing region close to the nozzle exit and its breakup into large-scale vortical
structures and, eventually, into fully turbulent flow; the structure of the turbulent
flow in all regions of the jet, including its amplitude, length and time scales, and
mean speed of convection; the influence of large eddy structures on the growth of
the mixing region and the intermittency of the turbulent flow; and the structure of
the turbulent flow close to the flow boundaries, its relation to the irrrotational flow
outside, and the entrainment of that irrotational fluid.
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However, even with this vast experimental data bank, we still need to make a
judgement on those regions of the turbulent shear flow that generate the greatest
contribution to the radiated noise and their contribution to the amplitude and the
length and time scales of the corresponding effective acoustic source function in a
moving frame, as required in the Lighthill acoustic- analogy. All the information
we have included in this section is relevant to the understanding and justification
for the parameters we use in the model for the jet noise source function and its
distribution. It is this source function that must contain all the details of the
convecting turbulent flow, since in Lighthill’s acoustic analogy this source function
replaces the entire flow. But here we issue a word of caution. The source function
involves a moving-frame, fourth-order covariance with spatial and corresponding
retarded-tiie separations with respect to a fixed far-field observer. The experimental
data on this covariance are almost nonexistent, and the best we can do is to infer
its properties from the experimental data we have already briefly reviewed. The
success or failure of our attempts to find a suitable approximation to the source
function and its distribution for insertion in Lighthill’s acoustic analogy, based on
the turbulent structure information, depends on the agreement we finally obtain
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Figure 17. Growth of length of potential core and variation of mizing
region vorticity thickness with jet Mach number. (From ref. 71.)

between the calculated and experimental characteristics of the radiated noise field.
At best we hope to uncover the sources of error in the values of the parameters used
in our model, as well as those aspects of the application of the Lighthill acoustic
analogy that require further study, through the introduction of the flow-acoustic
interaction theories.

The Acoustic Analogy Source Model in Jet
Noise

The Acoustic Analogy Equations

In previous sections it has been found that Lighthill’s acoustic analogy leads to

the following result (eq. (45)) for the autocorrelation of the sound intensity in the
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far field of a stationary jet when the convection velocity of the bulk of the turbulent
flow at any cross-section of the jet is subsonic and the jet, if supersonic, is shock free:

ik 1 [T ][] 5
I, 87) ~ 1672 poocd, 2|1 — M, cos |° ¥ 814P0(y’ 6,7) b

where P is the source function evaluated in a frame moving at the velocity U.(y),
6 is the space separation with respect to moving coordinates, and 7 is the correspond-
ing retarded-time difference. The corresponding power spectral density (eq.(46)) is

— T —
I(x,w) ~ W///W4P0(y,k,wp) dy

where
— 1 ; & .
Py(y,k,wp) = W/// exp(—ik - 6) dé_/_oo exp(—iwpT)Py(y, 6, 7) dr

and w is the frequency of the radiated noise and wp is the frequency of the turbulence
in the moving frame.

The term Pg(y,k,wp) is the four-dimensional Fourier transform of Py(y,k,7),
which is assumed to be a symmetric function about the origins of § and 7. It
is a real function of k and wp, and for each value of w it is expected to have
a maximum amplitude at some position y within the source volume. This is a
reflection of the self-preserving structure of the mixing region of a jet, whereby
the dominant frequencies in the turbulence at any station downstream from the
jet exit are inversely proportional to the growth of the width of the mixing region.
Since the far-field noise spectrum involves an integration of Py over the entire source
region, it is apparent that in general the contribution to that spectrum within a
given frequency band involves only sources located within a small section of the jet,
and in particular it involves only that part of their wave-number—frequency spectrum
function surrounding k and wp corresponding to w. Thus the complete determination
of the wave-number—frequency spectrum function at each source location in the jet
is unnecessary, since it is‘only the region of the spectrum arcund the matched values
of wp and k that contributes to the far-field noise.

The Model for the Space-Time
Correlation Function

In a previous section we also refer to the variation of the turbulent structure -
across any section of the mixing region, including its intermittency near the jet
boundaries. The detailed analysis of reference 43, in which the jet intermittency was
neglected, showed the amplitude of Py to be distributed across the jet in a Gaussian
distribution. However, if we extend that method to include the jet intermittency and,
moreover, take account of the large eddy structure in the jet, it appears the source
function is likely to be approximately uniform, on average, across the mixing region
at any station. On the assumption that the source function distribution is uniform
at all stations of the jet at high Reynolds numbers and the length and velocity
scales of the turbulence, which determine the properties of the source function, have
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the self-preserving properties as determined for the incompressible jet, a physically
possible form for the source function can be proposed that in turn can be reduced
to an effective source function that is a function of the axial coordinate y; only for
each value of the far-field frequency w. We refer to this function as the axial source
function R(y;,w), where

R(y1,w) = / Py(y,k,wp) dya dy3 (65)

Thus, within the elongated source region of a jet we have reduced our problem
to the determination of the ensemble average of the turbulent structures that con-
tribute to the space-retarded-time correlation function Py(y, §, 7) and its integration
. throughout the source region. Our model, which at best is a gross approximation to
the average properties of Py, is unlikely to be equal to its value at any one realiza-
tion of the jet mixing region flow, but then neither should it be so. Few experiments
have been performed that relate to the fourth-order covariance Py(y, §,wp), even for
zero time delay. Hence, a detailed comparison with experiment with respect to the
source structure is not possible. However, indirect comparisons are possible through
the far-field noise results and use of the polar correlation technique, as discussed
subsequently.

From reference 43, following references 45 and 73, we find typical curves for the
pressure and time-gradient pressure space correlations in a free shear layer, and
these are shown in figure 18. The longitudinal correlation has large negative values
for large separation distances o, whereas the transverse correlations are positive for
all separations. Similar curves might be expected for the space separation properties
for the covariance Py. But the moving-axis retarded-time curves of the covariance Py
are more likely to have a shape similar to the envelope of the space-time correlation
curves for the turbulent velocity as discussed in the section The Structure of a
Turbulent Jet, so that Py is predominantly positive except at very long separation
distances. Even allowing that the true space-time properties of Py have positive and
negative regions, the sextuple-weighted integral of its fourth time derivative smears
out most of these complex details, as found in reference 43, and leaves the function
R(y1,w) heavily weighted in terms of the properties of the characteristic values of
the turbulence velocity and length scales.

We accordingly define P(y, 8, 7) in terms of the moving-frame turbulence quan-
tities pg, ug, 1, 12,13, and wy, all of which vary with y; only. These quantities are,
respectively, the characteristic mean density, the root-mean-square turbulent veloc-
ity, the turbulence length scales in directions ¥y, y2, and y3, and the moving-frame
frequency. We write

&
Po(3,6,7) = b (3 v wor (66)
2

If f(y, 8, ) is assumed to be equal to a Gaussian distribution for the space-retarded-
time separations,

413 12 2 2
pouol 3 l Co
R(y1,w) = f / Tom%wg 12 p( 4Nsu 2 dy, dys (67)
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Figure 18. Pressure and time-gradient pressure correlations in isotropic
turbulence in presence of mean shear. f(z) = exp(—o?z?).

where the effective Doppler factor is /Cy, with

N2, u? 12
Cp = (1 — Mccos8)? + ——Sc%t—g (cos2 0+ —lJ—Z'- sin2 6) (68)

0 0
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and is finite when M,cosf = 1. The transverse scales of turbulence Iy and I3
have been assumed to be equal and replaced by I;. The longitudinal scale I; has
been replaced by ly. The Strouhal number of the turbulence in a moving frame
Ngi ¢ = wplo/up is assumed to be a constant throughout the entire jet flow. The
angle @ between the observer, relative to the jet exit, and the jet axis is positive
when measured in the downstream direction.

The effective cross-sectional area of the jet, over which we assume Py to be nearly
constant, is given by

7I'Djb (0 <y < L)
] o d.”?’”{ " (< <oo)} 0

where the first region covers the initial mixing region, where the mixing layer is
" almost planar since its width is small compared with the downstream distance, and
the second region covers the entire jet downstream of the potential core y; = L. The
width of the mixing region b is taken as the mean overall width, as described in the
previous main section. From those results we find b/ly is a constant throughout the
entire jet.

The Strouhal number of the radiated noise is Ng;, = wD;/Uj, where U; is the
mean jet exit velocity and Dj is the jet exit diameter. The (acoustic) Mach number
of the jet is M; = Uj/coo, and M, is the (acoustic) convection Mach number, which
is a function of y;.

The Model Equation for the Power
Spectral Density

The power spectral density of the far-field noise is found by substitution of these
results into equation (46), giving

22
- D; DIMNG L/D; N2 BC
I(w,9,w)zpoocgo—lL__.§t_T_ [/o i pg w lobex St,r 00 T

U, 3222 Nsit o 4—2NSt .
=2
00 —2 —3 l6 B2 Ngt ~10Co
+ / .00 =5 €Xp STy dyg 70
L/D; Nsit lo ( 47 2NStt 1 (70)

where 7, = y1/Dj, %o = ug/Uj,lo = lo/D;, and Ngg4,b/lp, and 1 /ly are constants.

The Model Equation for the Intensity
The intensity is found by integrating over all frequencies:

i L/Dj ﬁ%ﬂgNgtt b 12
I(z,0) ~ ipoo 3, D2M? / _Fﬁ;fﬁ"
0 O 0%

o ¢] u l
+/ o St"t s =lp dy 1) (711)

L/D; 3/2 l2 12
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where the integrands have the same value at y; = L. In both regions the turbulence
longitudinal length scale ly increases linearly with y;. In the initial mixing layer
ug is constant, but downstream of the potential core (y; = L), ug decays inversely
proportional to y;. All these assumptions are consistent with the assumptions of self-
preserving flow in both regions and with the low-speed experimental data referred
to in the next main section. We find, accordingly,

3vm

I(z,0) = TpmcgoD]z

e ‘ﬁ%ﬁo(L)8N§t,t(bc/;(;)2(l¢/lo)2(L/Dj)} [1 N (b/logo(L)] (72)
0

where, for convenience only to keep the final result as simple as possible, we have
assumed pg and Cj retain their values at the end of the potential core throughout
the downstream jet mixing region. This is justified because the region between the
initial mixing region and that downstream of the potential core is continuous and
the downstream integral is heavily weighted to the properties of the flow in this
“intermediate” region. The quantity (b/lp)(lp/D;)/6 represents the ratio of the total
acoustic power generated in the region downstream of the potential core to that
generated upstream. The ratio is of the order 1/6. Thus we conclude that the initial
mixing region is the dominant noise-generating region in a jet when the jet exit
velocity is subsonic, and possibly when it is supersonic, in the absence of “shock
cells,” and provided the average convection velocity is subsonic also.

The Changes in the Model for
Supersonic Flow

When the jet is supersonic the structure of the initial mixing region changes,
although a potential core still exists if the jet is shock free. The length of the potential
core, however, is increased compared with its value in a subsonic flow. When the jet
is underchoked or overchoked, the potential core is transformed from a uniform flow
at the jet exit, as in subsonic flow, to a flow containing the shock-wave expansion
system and extending for a distance from the nozzle exit until the velocity on the
axis becomes subsonic. The initial mixing region, as shown in figure 2(b), grows at
a slower rate and reflects the structure of shock and expansion waves. Experiments
suggest its length increases as a function of the “fully expanded” Mach number of
the jet at the exit when the jet is underchoked or overchoked. In these flow cases
the large-scale structure of the jet dominates the mixing region and interacts with
the shock cell structure.

The Lighthill theory, as applied in equation (70), continues to provide an input
to the estimate of order of magnitude for the total acoustic power radiated from a
jet, even when the jet is supersonic, provided the T;; covariance reflects, to some
approximation, the true flow properties. Thus, in principle, the Lighthill theory
can include shock-associated noise and screech tones, although alternative theories
presented in another chapter are better adapted to that purpose since they are
based on flow-acoustic interaction. We can argue here that if the T;; covariance is a
continuous function everywhere in the mixing region, even when shock and expansion
waves are incident to it, then the analysis above can be used with only minor changes
to the properties of the flow quantities. We introduce L, the length of the supersonic
region, to replace L, the length of the potential core. We further assume that the
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characteristic frequency of the turbulence wq is approximately constant over the
entire length of the initial mixing region, a reflection of the presence of a large-scale
coherent motion. The mean speed and density at the commencement of the subsonic
region are those satisfying adiabatic conditions between the nozzle exit and the
termination of the supersonic region. With these simple modifications incorporated
into the acoustic analogy theory we find the initial mixing region no longer dominates
the generation of acoustic power, as it does in the case of the subsonic jet. In
the supersonic case approximately half the overall acoustic power is generated by
the initial, “supersonic” mixing region, and the remainder comes from the wholly
subsonic region downstream of the supersonic region and terminated at y; = Ls. In
both cases the region of maximum acoustic power generation, and in particular the
peak in the spectrum at angles near 90°, is that region lying between the upstream
and downstream regions. Such a model was first proposed in reference 74, and
" provided the jet gas properties and the jet exit velocity and temperature are included,
the overall acoustic radiated power can be predicted satisfactorily over a very wide
range of jet Mach numbers.

Limitations of Model

The results given in equations (72) and (70) for the far-field noise intensity and
power spectral density at an observer based at Q(z,6) are derived entirely from
Lighthill’s acoustic analogy with a physically plausible model used for the source
function and based as far as possible on relevant experimental data on the structure
of turbulence in the mixing region of a jet. The source function used in this section is
based on a volume distribution of moving quadrupoles representing the unsteady flow
field in a turbulent jet at high Reynolds numbers. These results need to be modified
to account for the presence of additional dipole sources at low Mach numbers, with
a noise intensity proportional to M ]6, when the jet is heated to well above ambient
temperatures as would be the case for the full-scale jet engine.

The results as given in this section apply only to the static jet and need
modification when applied to the jet in flight. The first modification concerns the
changes in the structure of the turbulent mixing region, both the intensity of the
turbulence and its scale, when the jet mounted on an aircraft is in motion with
a velocity Uy in the opposite direction to the jet efflux at a velocity U;. These
velocities have been discussed previously, and it was shown that the turbulent
structure depends on A = Uf/U;. The reference density pp.of the fluid within
the moving eddy structures responsible for noise generation is also a function of A
as well as of the ratio of the jet to ambient temperature. This is discussed in the
next main section. The second modification concerns the additional Doppler effect
experienced by the observer because of the motions of the downstream convecting
eddies and the bodily motion of the entire jet in a direction upstream as observed by
the observer. The result, as first presented in reference 39, requires the additional
term |1+ M cos 6|~! in both the intensity and the power spectral density.

Concluding Remarks

We can draw some interesting conclusions from the results given by equations (70)
and (72). The first concerns the effective source distribution along the axis of a
low-speed static jet, as shown in figure 19. In the initial mixing region the overall
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effective source strength is constant, but downstream of the end of the potential core
the strength falls as 1/ y{ This result was found by Lilley (ref. 43) and independently
by Ribner (ref. 75).
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Figure 19. Jet noise effective source distribution at low Mach numbers for
static jet.

In figure 20 the corresponding results are given for the effective source distribution
along the jet axis for a series of constant values of the far-field Strouhal number.
These results show that the high-frequency end of the far-field spectrum is generated
almost entirely from turbulence in the initial mixing region, whereas the low
frequencies are generated over a very large region of the jet extending far downstream.
The region of most intense radiation is near the end of the potential core and is
centered at Ngi,r = 2.0. (The Strouhal number here is Ng;, = wD;/U;, where
w = 2nf.) In summary, we see that the main contribution to the power spectral
density for Strouhal numbers from 0.1 to 2.0 comes from the region y;/D; = 5 to
20, while for Strouhal numbers greater than 2.0 the region of greatest contribution
stretches from y;/D; = 0 to 5. In the region near the end of the potential core the
dominant frequency has values of wD;/U; = 0.3 t0.0.5. Although the low-frequency
noise-generating region is spread over a very large region of the jet downstream of
the potential core, its contribution to the total far-field noise power is small.

We see from figure 20 that although the shape of the source distribution curves
depends on the choice of the Gaussian distribution for Py, the envelope through the
peaks is more or less independent of the function approximating Py. Moreover it is
the envelope through the peaks that determines the power spectral density. Thus
we need only choose, or derive, a form for Py that includes all the physical variables
of the turbulent flow and satisfies certain simple boundary conditions with respect
to its variation over § and 7. Our answer will then be qualitatively correct and the
quantitative error in terms of the far-field noise prediction will be almost negligible.
However, it would not be permissible to replace the distributed acoustic sources by
a single effective source. If this were done gross errors are likely to be present, since
it has been shown that the properties of the far-field noise are highly dependent on
the spatial properties of the characteristic length and time scales within the entire
mixing region.
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Jet Noise at Subsonic Speeds

Introduction

The results obtained in the previous section are used in this section to determine
the far-field noise from a jet at subsonic speeds. (As discussed previously, the
subsonic model, with some modifications, may also be used to provide an estimate of
order of magnitude for the overall radiated acoustic power from a jet at supersonic
speeds. However, since the model does not include details of the jet Mach wave and
shock-wave structures, it is expected that the results would become less and less
reliable as the jet Mach number is increased, especially where the convection Mach
number is sufficiently above unity for Mach wave radiation to persist in regions
well outside the jet.) However, our simple formula can give results over a very
wide speed range and for different jet gases, and when these results are compared
with the few available experimental data the agreement is surprisingly, and perhaps
fortuitously, good. As stated previously, our results for the jet at subsonic speeds are
not applicable to the heated jet at low Mach numbers, since the additional dipole
source has not been included. The necessary extensions to include this case can easily
be made with the information on the dipole term contained in the section Lighthill’s
Theory of Aerodynamic Noise. More accurate prediction methods are available, but
these are based on applications of the flow-acoustic interaction theory.

The prediction of the characteristics of the far-field noise from a jet based on
Lighthill’s acoustic analogy and using the particular source function derived in
the previous main section depends on the specification of a number of quantities
concerning the properties of the jet and the surrounding medium. These are as
follows:
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Jet:

pj density at exit, kg/m3
U; velocity at exit, m/sec
Aj area at exit, #J?—, m

Y; ratio of specific heats
T; temperature at exit, K
m; molecular weight

h; enthalpy at exit, Cp ;T;
¢j speed of sound, m/sec
M; Mach number, U;/coo
Ambient medium

pf density, kg/m?

Us velocity of flight, m/sec
Ty temperature, K

V§ ratio of specific heats
mg molecular weight

cf = Coo, Speed of sound, m/sec
hg enthalpy |

My Mach number, Uy /coo

Flow-Acoustic Interaction at High
Frequencies

A simple result from a study of flow-acoustic interaction is that at high frequencies
sound generated within the flow field is refracted according to simple acoustic ray
theory (Snell’s Law), so that in the real flow, for an angle of emission 6., sources
convected with velocity U, generate sound rays that are refracted by the flow. The
result is that the directivity of the radiated sound 6y is obtained from

C
+CooMf = Ce

cos @ ¢ + C.OOMC (73)

cos 0,

Hence, sound directed at emission along the jet axis (6, = 0°) is refracted to 8¢,
so at high frequencies a “zone of silence” forms because no high-frequency sound
enters the far field in the range 0 < 6 < . Strictly in applications of Lighthill’s
acoustic analogy it is wrong to apply any correction to account for refraction, since
this phenomenon is already included in the definition of the source strength Tj;.
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However, in our description of the source strength distribution Py we have only
included the contributions from the unsteady flow field and not the effects of the
sound waves generated by it. The amplitude of Py would not have been changed
significantly by their inclusion, but a change in directivity would have resulted, since
the wave-number vector of the turbulence would no longer equal the wave-number
vector of the sound in the far field. Thus the directivities I(z,0) and T(z,8,w), as
calculated in equations (70) and (72), need some correction to allow for this resulting
change in the sound wave-number vector from the turbulence wave-number vector.
This is part of the analysis in the study of flow-acoustic interaction, but it is not
our purpose to infer results from that theory in the results we present here. Let
us simply present the results obtained with Lighthill’s acoustic analogy uncorrected
for flow-acoustic interaction, except that we will assume a zone of silence exists for
values of f¢ < fcrit. From equation (73) we find 644 corresponding to 6, = 0°, with

1
M, - Mf + \[‘Ychmf/’yfomj

Ccos acrit = (74)

on the assumption v, = 7; and m, = m;.

The convection velocity U, of the effective sources of sound relative to an observer
at rest, when the jet is in motion at the flight velocity Uy and the jet exit velocity
Uj, is given by

Mc=-[{£‘
Coo

= K(M; — My) (75)
where K is a constant that we will set equal to 0.62, a suitable average value based on
reference 29. (The value K is strictly a function of the frequency of the turbulence.)
The ambient speed of sound co is equal here to c;. When Uy = 0 we find that the
convection Mach number M. = 1.00 when M; = 1.61, equivalent to a true exit Mach
number of 2.32 for an unheated jet.

Specification of the Flow Properties

The results of turbulence intensity measurements in the mixing regions of a jet
suggest a strong dependence on A = Uy /Uj;. An average result for the characteristic
turbulence velocity ug follows reference 70:

U, axis Uaxis

We assume this result holds for all A and M;. The value of ug/U; when Uy = 0
is assumed equal to 0.275 at subsonic Mach numbers. The experimental evidence,
reviewed previously, shows that ug/U; decreases with increasing Mach number, but
the data are sparse, especially for the heated jet. The value of up/Uj;, when X = 0,
must be selected from the available experimental evidence for the prescribed test
conditions.

The value of py is defined as the mean density in the mixing region corresponding
to the position where the mean velocity is equal to U.. Thus, pp is linked with hg
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and U;. The mean flow equations for a gas having a Prandtl number of unity lead
to

v: ; A
hg+§+ch=hf+—§—+fo=hj+7+xUj (77)

where x is a constant. From equation (77) we find

(hi/hs)—1 M2-M?
Coo[ ]’ijl + 12 f
M; — My

(78)

and

ho {1+ {(vy — 1)/2] MF(1—X)(K — KA - N} + (B /hg) (K — KX =X)/(1~ K + K))
hoo (1=XN/0-K+K)

(79)
with po/poo = (hg/ho)(v0/7£)(vs — 1)/ (vo — 1), A = Myg/M;, Mc = K(M; — My),
and v9 = (v +;j)/2. As stated previously, we assume I} = lp and I = I3 =1, and
we put [ /lp =0.3.

The length of the potential core is found from

L  (L/Dj)x=0
D;  1-0.92) (80)

as given in reference 70.
The width of the mixing region is given by

-~ (@)

== 81

o \lo/x=0 81
where (b/lp) =g = 3.0.

All the turbulent parameters in our source model have been based on the low-
speed turbulent properties of the jet, although the changes with Mach number can
be included based on the results given in the section entitled The Structure of a
Turbulent Jet. Most of the results we present below are based on the model of the
low-speed properties of the source in order to present the Lighthill acoustic analogy
in its simplest possible form for comparison with experimental data. At subsonic
convection velocities the changes with Mach number in wg/U;,b/lg, 1, /lp, and L/D;
in the initial mixing region result in small changes to the values of the intensity and
the power spectral density as obtained from equations (70) and (72). Unfortunately,
we have no information on whether or not the measured changes in the properties
of the turbulent flow with Mach number apply equally to the space-retarded-time
covariance of T;;. We prefer to leave these possible refinements for future study,
noting that without more accurate data, our model for the covariance is at best a
very crude approximation.
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_ Discussion of Results and Comparison
With Experiment

Figure 21 shows the change in overall acoustic radiated power with increase in
jet exit Mach number. We see that at subsonic Mach numbers the Lighthill jet
velocity eighth power law is in fair agreement with reference 76. At supersonic jet
exit Mach numbers the results conform to the Ffowes Williams-Lighthill convection
theory, which asymptotically reduces to the jet velocity third power law. Again the
agreement with experiment is fair.

An examination of the spectrum, shown in figure 22, predicted with the subsonic
theory using the Gaussian approximation for the fourth-order covariance Py and
0 = 90°, where convective amplification is absent, shows that its slopes at high
and low frequencies are 1/ f2 and f2, respectively, and agree with the experimental
results of reference 76. However, the peak in the spectrum is slightly displaced and is
more prominent than that found experimentally. The reasons for these discrepancies
are not difficult to find. The model shows that the 1/f2 condition arises from
the upstream mixing region and the f2 condition arises from that mixing region
downstream of the potential core. The strengths of the resulting sources in the
acoustic analogy theory depend on the turbulent properties prescribed in these two
domains. But the turbulence is continuous in structure throughout the intermediate
region between these two major mixing regions, and the characteristic turbulence
velocity does not decrease discontinuously as in the model. In addition, the rate of
growth of the mixing region changes continuously from upstream to downstrearm, and
this variation has not been included adequately in the model. The downstream region
is perhaps better modeled, whereas the upstream region is more variable and depends
critically on the flow conditions at exit and on the thickness at the commencement of
the initial mixing region, including the region occupied by transition from laminar to
turbulent flow. In extreme cases the contributions from the two regions to the noise
spectrum could become more separated, as shown in figure 23, where the spectrum
peak is not only broader but also has a pronounced depression, a reflection of the
decay in the strengths of the downstream sources toward high frequency and in the
upstream sources toward the low frequencies. Some experiments, such as those of
reference 77, confirm this type of behavior under certain jet conditions, although the
dips in the spectra are only just outside the limits of experimental accuracy. (The
spectra shown here are those for the spectral density and not those for the 1/3-octave
or octave band levels, which obviously display different characteristics.)

Figure 24, taken from reference 76, shows the changes that occur in the spectrum
at smaller angles to the jet axis. At § = 15° the high-frequency content is reduced
and no longer displays the 1/f2 dependence. The frequency for peak intensity is no
longer dependent on the Strouhal number and is almost independent of jet velocity.
At larger angles to the jet axis, such as 8 = 90°, the Strouhal number dependence
for the peak-intensity frequency is regained. (See fig. 25.) The loss of high-frequency
sound at small angles to the jet axis is a result of strong flow-acoustic interaction in
the initial mixing region, with the result that this contribution to the far-field noise
is preferentially radiated at larger angles to the jet axis, and a zone of silence in
the higher frequencies is generated near the jet axis. The remaining contribution to
the high-frequency sound is generated farther downstream, where its source strength
is smaller. However, the overall acoustic power is not affected by this refraction of
the high-frequency sound, since little sound is lost by absorption within the flow
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Figure 21. Variation of calculated and experimental acoustic power with
jet exit Mach number.

field. The overall changes in sound generation and propagation within the flow field
resulting from flow-acoustic interaction are discussed in another chapter.

Figure 26 shows the results for a velocity external to the jet, analogous to the
case of a jet in flight. The figure for the simple model displays qualitatively the
effects of varying the ratio A = My /Mj. The amplitude of the sound intensity is

decreased, according to this model, at § = 90° by (1 — A)°. Others, such as Buckley
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Figure 22. Calculated and experimental (ref. 76) jet noise spectra at 8 = 90°
and y1/D; = 120 (D; = 25 mm,).
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Figure 23. Coalculated and ezperimental (ref. 77) jet noise spectra. D; =
51 mm; 6 = 82.5°%; yl/Dj = b4; Mf/MJ =0.05.
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Figure 24. Jet noise spectra at 8 = 15°, 45°, and 90°. U; = 195 m/sec.
(From ref. 76.)

and Morfey (ref. 78), who used flow-acoustic interaction theory, and Michalke and
Michel (ref. 79), who used a modified source function, have obtained results that
agree better with references 77 and 80 to 82.

The results from this simple model show that Lighthill’s acoustic analogy theory
is capable of providing a satisfactory baseline for the acoustic radiation from a jet
when the main source of sound is due to turbulent mixing. The gross changes to
these results, especially with respect to sound directivity and spectra, when strong
flow-acoustic interaction exists, are discussed in another chapter. The directivity of
the radiated noise from a jet can only be satisfactorily established by application of
flow-acoustic interaction theory.

In this section we have discussed the application of Lighthill’s acoustic analogy
to the prediction of the far-field noise radiated from a single, isolated circular jet.
The application of the theory to more complex situations is possible provided all the
relevant flow-field data are available, which include both the mean and turbulent
velocity distributions and all the requisite flow-field scales and flow dimensions.
These situations include the noise from noncircular jets, the noise interference
between two or more similar jets in proximity to each other, the noise from coaxial
jets in which the core jet is at the higher speed, and the noise from coannular jets
where the outer jet speed is both less than and greater than the core speed; these
cases include both static and in-flight jets. However, in each complex jet problem,
a flow-acoustic interaction exists that is far more dominant than in the case of the
single, isolated static jet. Thus it is more profitable to explore the sound fields from
these complex jet flows in terms of the flow-acoustic interaction theory described in
another chapter.

Experimental Considerations

Flow Uniformity and “Excess Noise”

The determination of the far-field noise characteristics of model and full-scale
jets from experiments involves elaborate test rigs and extensive instrumentation.
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Figure 25. Jet noise spectra at § = 15° and 90° for various jet velocities.
(From ref. 76).

The flow conditions at the jet exit must be accurately measured. Normally the aim
must be to obtain jet exit conditions as nearly uniform as possible.

The result of flow nonuniformity at the jet exit is an increase in noise intensity
arising from additional noise sources within the jet pipe and close to the jet exit
plane. It is usual to classify this noise as “excess noise.” In a jet engine under test
conditions, the flow downstream of the combustion chamber and turbine is normally
far from uniform and possesses some unsteadiness and swirl, with the result that the
flow at the jet exit is nonuniform.

In addition, the presence of solid surfaces forming the jet pipe and its supporting
structure in laboratory experiments, and the wing, fuselage, and tail sections in flight
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Figure 26. Variation in SPL due to flight effects.

test, all provide interference surfaces for the radiated sound and result in a change
in the far-field noise directivity and amplitude. These combined effects, which are
normally classified as excess noise, are summarized in reference 83.

- Excess noise is important as a source of noise, especially at low jet Mach numbers,
since in general it includes monopole and dipole excess noise sources that have
dependences of U and US®, respectively. Hence, at low jet Mach numbers, excess
noise has a greater sound intensity than the noise from the mixing region of the jet,
which normally has a dependence of U8. The low Mach number heated jet presents
a more complex case, since its effective source is dipole with a dependence of US.
For any jet engine installation, excess noise is difficult to quantify and invariably is
specific to the given installation.

Experimental Conditions

In many of the early experiments on the noise from air jets external rigs were used,
with jets blowing horizontally at over 100 D; from the ground and over prepared
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surfaces, as in reference 6, or over grass, as in reference 10. In most of these tests
it was impossible to avoid the effects of ground reflection and, in some cases, the
reflection from adjacent buildings or from the jet supporting structure. Thus it was
not possible to obtain reliable free-field measurements of noise intensity from the jet
axis to 180°. Also, since the noise radiated in the upstream arc had an intensity
well below that radiated downstream, the acoustic radiated power from a jet could
be obtained from measurements between 15° and about 135° only. In corresponding
noise measurements of jet engines in references 17 and 84, the jet was mounted closer
to the ground and distances to the far field were correspondingly greater, The effects
of ground absorption and ground reflection were also greater and required separate
investigations. Thus, each jet measuring site has its own set of ground corrections,
which must be applied irrespective of whether the jet being tested is a model or full
scale.

’ Many of the problems discussed above, which were typical of the early studies
on jet noise (at least on model jets), can be avoided by mounting the jet in an
anechoic chamber (as shown in fig. 27), which allows “clean” measurements to be
made at distances well beyond 100 D;. (See ref. 76.) These experiments, under near
“ideal” conditions, were the first measurements to show quantitatively the effects of
flow-acoustic interaction and the loss of convective amplification in the downstream
direction at angles close to the jet axis. These effects had been the subject of debate
since the Lighthill theory of aerodynamic noise was first published in 1952, but
not until reference 76 was published in 1971 was it made clear that the theory of
aerodynamic noise involved significant interaction between the flow and the sound
generated by it.

Compressed air +
supply

Control valve

gt

(" Silencer settling
chamber i

Nozzle
Microphone
positions at
7.5° intervals Anechoic
room
Microphone
quadrant

Figure 27. Anechoic Jjet noise facility. (From ref. 76.)
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Simulation of Flight Effects

The simulation of flight effects presents even more complex installation problems.
Jet engines of limited size can be mounted on a tracked vehicle (ref. 82) and the noise
is measured from a stationary set of microphones during the flyby. Another moving
model jet facility is the “spinning rig,” in which the jet is mounted at the tip of
a rotating arm similar to the blade of a helicopter. (See ref. 85.) For model jet
experiments in which the jet is static and mounted in an anechoic chamber, a large-
diameter secondary airflow is discharged around the jet into the chamber and both
the primary and the secondary air are exhausted to the atmosphere to create as little
disturbance as possible to the ambient air in the remainder of the chamber. (See
ref. 86.) The noise radiated from the primary jet therefore propagates across the
entire secondary jet and across its mixing region with the ambient air, toward the
far-field microphones at rest in the ambient fluid. The measurements made under
such simulated flight conditions, provided the secondary flow jet is sufficiently large in
diameter compared with the primary jet to provide adequate resolution in the lower
range of frequencies, are easy to obtain but difficult to translate into corresponding
free-field data. At high frequencies acoustic ray theory has been used to convert the
measured data to equivalent free-field data (see refs. 77 and 87) based on the flow-
acoustic interaction between the primary jet noise field and the various structures of
the secondary jet. Attempts to improve the free-field corrections have shown that
ray theory is satisfactory in most practical situations.

A more satisfactory simulation of flight effects on jet noise is.obtained by mounting
the model jet in a specially designed wind tunnel. If the tunnel is of the open type,
then surrounding the working section with a large anechoic chamber gives a facility
resembling that described above. The corrections of the measured data to equivalent
free-field conditions follow by the use of ray theory. The advantages of the wind
tunnel are that higher secondary jet speeds can be obtained and the ratio of wind
tunnel diameter to primary jet diameter is greater, so data can be obtained at lower
frequencies, provided the wind tunnel is carefully designed to give a low background
noise level. The wind tunnel may be of the closed type, provided it is made as near
anechoic as possible. Noise measurements are now made in the wind tunnel working
section in the moving flow. Both types of facilities have been successfully used and
are described in reference 86.

Jet Noise Measurement
Instrumentation

The instrumentation required for jet noise measurements and their analysis,
including instrument corrections for wind speed, ground reflection, and ground and
air absorption, is given in references 88 and 89. In references 89 and 90 details
are also given of flyover measurements and particularly the type of data collection
necessary for aircraft noise certification.

Source Location Techniques

Lighthill’s acoustic analogy of aerodynamic noise is based on a distribution of
equivalent acoustic sources of density, which replace the flow field and move in the
region defined by the flow and its boundaries. In practical applications of Lighthill’s

266



Jet Noise Classical Theory and Ezperiments

acoustic analogy, the details of the jet flow field are rarely known apart from certain
gross features such as the magnitudes and distributions of the mean velocity and
temperature over the exit plane. In the case of most model jet rigs and those for
full-scale jet engines, the jet flow field is installation specific. Thus it is a requirement
to readily identify both qualitatively and quantitatively those regions of the jet
generating the greatest contributions to the far-field sound intensity.

A number of source location methods have been introduced, such as those of
references 91 to 93, which are mainly for use on small-scale jet rigs only. Of
wider application to both model and full-scale jet engines is the “acoustic telescope”
described in reference 94, and the “polar correlation technique” of reference 95. In
the acoustic telescope the far field is surveyed with a linear array of microphones,
and from a digital data processing of the cross correlation of the outputs from the
microphones in the array, the strength distribution of an equivalent line source
distribution on the jet axis can be derived. In the polar correlation method the
microphones are distributed around an arc in the far field with its origin at the jet
exit, and a Fourier transform of the microphone signals is employed whereby the
variations in phase can be interpreted in terms of an equivalent acoustic line source
distribution along the axis of the jet. The problem of the lack of uniqueness in the
definition of such an axial line source distribution of equivalent acoustic sources is
discussed in reference 96.

The Polar Correlation Technique

The underlying theory behind the polar correlation method and, with suitable
modifications, all the acoustic source location techniques can be derived from
Lighthill’s acoustic analogy. If we take two points P(x,t) and Q(x/,t) in the far
field, where the fluctuating densities are pp and pg, their cross correlation is

pp(z,0,t)po(z, 0, ') = B(z,0' —0,t' —t) (82)

where, in the polar correlation method, the microphone at Q(z, ') is fixed and set at
¢’ = 90°. We will assume that B is equal to its value with 8 = 90°. It is convenient
to let o = @' — 6, the polar separation angle, and ¢ replaces ' —t, the time difference
between the microphone signals received at @ and P. We can consider a polar array
of equally spaced microphones, an array of arbitrarily spaced microphones in the
range —o, < & < Qp, or a fixed and a traversable microphone over the same range
of angles. It is convenient to consider just two microphones spaced o degrees apart.
The cross-power spectral density corresponding to B(a,t) is

_— 1 o0
Blo,w) = — / exp(iwt) B(ay t) dt (83)
27 J-o
Let us write

B(a,w) = |B(e,w)| explig(a, w)] (84)
where the phase is (ﬁ(a,g;), so that

Bla) = [ °°°o expli(é — wt))| Bl w)|dw (5)
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is a real quantity. The maximum value of Ba,t) occurs for a given a when ¢ = wt

at t = ty,, where t,; is a function of a. We denote this value of B(a,t) as B(a,tm),
and

Blaytm) = [ [Blayw)lde (86)

=00

Figure 28 shows typical values of B(a,t), B(a,tm), correlation amplitude, phase,
and source strength measured on a jet with a diameter of 25 mm when M. i =0.8.
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Time separation, ¢, arbitrary scale

(a) Measurements of cross-correlation function.

Figure 28. Polar correlation techm'que.

The polar correlation technique attempts to find the position on the jet axis that
generates the maximum contribution to B(e,t) and, at a given frequency w, the
position of an equivalent source on the jet axis that makes the greatest contribution
to the corresponding cross-power spectral density. For a subsonic jet that is known
to be free of excess noise and whose acoustic power approximately follows the U j8
law, the equivalent stationary source distribution on the jet axis may be assumed to
be given from the results of the Lighthill acoustic analogy in the form

167r2cgox2B(:c,a,t) = /// dy/// %Pg(y, 8,7) dé (87)

from which we derive the wave-number—frequency spectrum function of the source
distribution Pp:

P kw) = [ [ Pl,kw) expl(—iv/eos)(omn + ous)] dn dys (88)

With
20&@2

|C(a,w)| =

o (Bloyw) | (89)
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(b) Polar data for 25-mm-diameter jet; U;/coo = 0.8. (From ref. 95.)
Figure 28. Continued.

we find

IC(a,w)| exp(ig) = /0 * exp(—ipp) B, k,w) dis (90)

where g = wyi/coo and p = cos# — cosd. We have assumed for this source
distribution that p = 0 when y; < 0, upstream of the nozzle exit. Since we have
specified a stationary source distribution the effects of eddy convection at a speed
Coo M, relative to the observer, must be included in the description of the source
distribution function. In equation (90) the wave-number vector k = —x'w/(zcwo),
the spatial separation at points in the array o = x’ —x, and the phase ¢ = wip,.
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The Fourier transform of equation (90) is

Py, k,w) = 51; / % expli(up + wtm)]|C (0, w)| dp 91)

and gives the required relation between the line source, the wave-number—{requency
spectrum function, and the cross-power spectral density in the far field. In equa-
tion (91) the integration over p is from —oo to oo, whereas in the practical
method p is limited to, at most, a range of —1 to 1. However, if we define the
Strouhal number of the jet as Ng;, = wD;/U; and the jet acoustic Mach number
M; = Uj/cwo, then Ng;,.M; is the Helmholtz number. In practical applications
concerning jet noise, Ng;,M; may vary from just less than 1 to about 60. Since
B = wy1/co = NgtrMjy1/D;, we see that u may be regarded as a large quantity
for 41/Dj > 1, and since « is a function of p only, | C(c,w)| is a real function of p
for given values of w.

Thus to find a value for the integral in equation (91) we can use the Stokes-Kelvin
method of stationary phase, which states that the major contribution to the integral
comes from the vicinity of the stationary points h(p). In our case, h(p) = up +wtp,.
Hence we find the value m = p where h/(p) = 0 and then

- m-+e
2P kw) ~ [ 1C(a(p),w)] explilup-+ wt)] dp (92)

m—e€

~ \/2/1¢"(m)] [C(a(m),w)] cos [um + ¢(m) + 7] (93)

But m is the value of p for which B(a,t) is a maximum, and thereat t = tp,.
Therefore when p = m, we find

p = ~wty, = —¢/(a(m),w) (94)

or

n_ ¢lam)w)
D; = NewM; (95)

where a is a function of p only and ¢’ is evaluated at p = m. From equation (95)
we see that for a given frequency the position of the equivalent source that makes
the greatest contribution to the far-field noise intensity is inversely proportional to
the frequency. Although in practical applications of the polar correlation technique
the range of o is limited to —ay, < .o < oy, we see a “good” value for the effective
axial line source strength can be obtained from the measured value |C(a(m),w)|.
In summary, we select points on a polar arc in the far field centered on the jet exit
and we measure the cross correlation B(a,t) between a fixed microphone (e.g., at
90°) and each of the other microphones at points on the arc. For each value of o, the
angular separation, we find the time delay ¢t = t,, for which B(a,t) is a maximum.
We also find the cross-power spectral density B(a,w), which is complex and has real
and imaginary parts Bp and By, with the phase ¢(o,w) = tan~!(By/Bpg). Since
¢(a,w) = wty, we have a check on the value of t,,. Noting that o is a function of
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p only, we find 8¢/Jp at p = m, and then the position along the jet axis with the
greatest contribution to B(a,w), for the given frequency, is found from
u_

- (6¢/6p)p=m 96
D; Ng; » M; (96)

For a uniform jet we would expect one source position for each frequency. From
reference 95 we find the following results:

y1/D;j
Calculated,| Measured,
fD;/V; Nstr Ng; r M; ¢/ eq. (96) ref. 95
0.1 0.628 0.50 —6.9 13.8 13.0
.3 1.885 1.51 —13.8 9.1 8.5
1.0 6.283 5.03 ~30.0 6.0 5.5
2.16 13.572 10.86 —42.0 3.9 4.0

The method of data reduction used in reference 95 differs from that used above,
but similar results are still obtained. Thus the method of stationary phase provides
an adequate approximation for the determination of the effective source location
from use of the polar correlation technique.

Reference 95 also discusses applications of the polar correlation technique when
multiple sources are present at a given frequency. Thus the polar correlation
technique has application to such cases where excess noise is present and typically
results in a further effective source located at or upstream of the nozzle exit. The
polar correlation technique is also applied to the case of coaxial jets, for which it
can distinguish the effective location of the dominant sources in the inner and outer
streams. For details of the application of the polar correlation technique to these jet
configurations, see reference 95.

Comparison With the Lighthill Acoustic
Analogy Model

A particular application of the polar correlation technique is to provide experi-
mental verification of the assumptions used in the simple acoustic analogy model,
particularly the values introduced to define the T;; covariance in terms of specified
local, average, and characteristic values of the flow quantities. Remember that these
quantities are introduced to define the Gaussian approximation used to describe the
T;; covariance in the turbulent mixing regions of the jet. A justification for the use
of such a crude approximation has already been partially given, but here we will
concentrate on providing experimental support for our model.

We can determine B(a,w) and |C(a,w)| as required in the polar correlation
technique by the use of methods similar to those described in the previous section for
the estimation of the far-field noise intensity and the corresponding far-field spectral
density. Thus the position of the maximum contribution to the far-field intensity, in
a given band of frequencies, can be calculated for a jet configuration similar to that
tested in references 95 and 97. The results are given in figure 29 and in the table
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below for a model at M; = 0.8 with a jet diameter of 25 mm and a full-scale engine
running at 80 percent of maximum rpm and using an unlined tail pipe.

Model jet Full-scale engine
[(y1)o = 1.25D;] (1) = 0]
(y1/Dj)m Ngtr (1/Dj)m Ngt,r
1.40 100.0 0.15 100.0
1.54 50.0 .29 50.0
1.98 20.0 73 20.0
2.22 15.0 97 15.0
2.70 10.0 1.45 10.0
4.16 5.0 1.94 7.5
4.88 4.0 291 5.0
5.09 3.0 3.63 4.0
7.51 2.0 4.84 3.0
6.42 5.0 3.64 3.0
7.24 3.0 4.46 2.0
8.06 2.0 6.31 1.0
9.91 1.0 8.92 .5
12.52 .5 14.10 .2
17.70 2 19.95 1
23.55 A

In order to improve agreement, it was first determined that the discrepancy was
the result of the assumption that in both trial cases the nozzle exit conditions were
similar and the initial thickness of the mixing region downstream of the nozzle exit
was zero. The comparisons between the calculated and measured results suggest this
is a good assumption for the full-scale engine. However, for the model jet this appears
to be a poor approximation. For a model jet, the early mixing region is unlikely to
be fully turbulent unless special measures are taken to disturb it sufficiently to force
transition at or near the origin of the mixing region. The results of reference 95
suggest that transition was free, so we can expect that a certain length downstream
of the jet exit the mixing layer is in a transitional state, and even though this region
may generate noise its characteristics will be very different from those associated with
a fully turbulent mixing region. Accordingly, in the results presented in figure 29
and in the above table, an artificial origin at 1.25D; downstream of the exit has been
introduced for the fully turbulent mixing layer.

The overlap in the results around the end of the potential core, which we
took as y; = 5D, is the result of the assumption that the growth of the mixing
region has the same value upstream and downstream of the potential core, but the
characteristic turbulence velocity discontinuously decays inversely proportional to
the axial distance, beginning at the end of the potential core following its constant
value throughout the initial mixing region. An improved model would be one in which
the flow properties were made continuous in the three regions covering the initial
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Figure 29. Calculated and measured peak source strength locations.

mixing region, the region around the end of the potential core, and the downstream

mixing region.

The conclusion reached is that a simple model for the T;; covariance for use in the
Lighthill acoustic analogy is satisfactory and models the flow in the mixing region of
a jet. Any arbitrariness in the chosen values of the constants representing the values
of the characteristic flow quantities is a reflection on the likely differences that could
exist in jets having different flow properties at exit.
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It should be emphasized here that the polar correlation technique itself neither
employs nor depends on the Lighthill acoustic analogy for an experimental determina-~
tion of the effective acoustic source distribution. The comparison that we have made
between the results we obtained using the Lighthill acoustic analogy and the data
obtained experimentally with the polar correlation technique is confirmation that
our simple model for the effective acoustic source strength provides a fair approx-
imation of the flow-field characteristics required in the application of the Lighthill
acoustic analogy to the estimation of the characteristics of the far-field noise from a
subsonic jet, but only in those regions of the jet and certain angular regions within
the radiated field where flow-acoustic interaction can be ignored. The comparison we
made was taken at 90° only, and at this angle in the far-field convective amplification
effects are zero.

Jet Noise Reduction Techniques

One of the goals of the early experimental studies on jet noise was the exploitation
of the knowledge gained, with respect to the characteristics of the sources of noise
generation in the turbulent mixing region of a jet, to find means by which the radiated
noise intensity could be reduced with no loss in nozzle performance (i.e., jet thrust).
The work of reference 6 on simple modifications to the shape of the nozzle exit with a
number of different nozzle extensions, shown in figure 30, showed that changes to the
initial mixing region of the jet changed the flow structure of the entire jet. With some
of the devices the noise was reduced by 8 dB in certain directions with consequent
changes in spectral shape, and this reduction was achieved with a relatively small
loss in nozzle performance. The noise reduction was even greater when the nozzle
was choked, whereas the unchoked nozzle exhibited the characteristics of screech and
shock-associated noise. An analysis of all the model experimental data indicated that
for the reduction of jet noise on full-scale jet aircraft an aerodynamically smooth
transition was required between the upstream circular tail pipe and the “fluted”
circumference at the nozzle exit. The result was the “corrugated nozzle,” designed
by R. Westley, G. M. Lilley, and A. D. Young and developed by Greatrex (ref. 17). It
was fitted to many of the civil aircraft flying between 1955 and 1980. Two examples
are shown in figure 31. Derivatives of the corrugated nozzle are used on many modern
aircraft, as discussed in reference 89. Although the noise reduction obtained with the
corrugated nozzle may be considered modest, it nevertheless is accepted as the one
major practical device that has reduced jet noise for minimum loss in performance.
Apart from its performance loss a further disadvantage in the use of the corrugated
nozzle was its additional weight, which when combined with the thrust loss produced
a significant increase in fuel consumption for a modest reduction in noise.

The original application of the corrugated nozzle to jet noise reduction was on
the straight-jet engine operating at or just above choking for takeoff. Once far
greater noise reductions were required on civil aircraft power plants than could be
successfully achieved with the corrugated nozzle, it was realized that a major change
in aircraft engine design was required. Substantial noise reductions could only be
obtained by a large reduction in the final jet velocity, and this was accomplished
with the bypass jet engine and later with the turbofan engine. For a jet whose
overall radiated acoustic power was proportional to U, 38, the potential noise reduction

with a halving of the final exhaust velocity was 24 dB, which was far greater than

X
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Figure 30. Noise reduction devices. (From ref. 6.)

Figure 31. Types of aircraft engine noise suppressors. (Courtesy of
Rolls-Royce Limited.)

could be achieved with the corrugated nozzle. Since it was found that the different
thermodynamic cycle used on the bypass engine produced a smaller specific fuel
consumption, this type of power plant quickly replaced the straight-jet engine as the
basic civil aircraft power plant for all the airlines of the world since it was technically
more efficient and environmentally more acceptable.

The early reasoning for why noise reduction was achieved with the corrugated
nozzle was that the initial mixing region structure had changed at subsonic speeds to
produce an increased mixing rate, a reduction in the mean shear, and a consequent
reduction in the measured length of the potential core. Thus it was argued the
effective acoustic source volume was reduced, with a consequent reduction in the
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sound power. In the over-choked case the corrugated nozzle prevented an ordered
eddy structure from developing, and this interacting with the regular spacing of
the shock cells generated screech and shock-associated noise. The results of flow
visualization broadly confirmed these conclusions. A further feature of the corrugated
nozzle was that the circumference of the jet at exit was now broken up into a
series of smaller jets, each jet being associated with each corrugation, and these
structures persisted along a substantial length of the jet mixing region. It had
been established that decreasing the diameter of a jet proportionately increased the
peak frequency, and hence a further change in the noise reduction characteristics
of the corrugated nozzle was the shift in the noise spectrum to higher frequencies
dependent on the number of corrugations. A further derivative of the corrugated
nozzle was the multitube nozzle, which operated on the same principle but possessed
the disadvantages of increased weight and internal losses. The combination of these
devices with an ejector gave increased noise reduction, but again at the expense of
increased weight and increased drag in flight. The noise reduction characteristics of
many of these devices are discussed in another chapter and in reference 89.

It would be wrong to argue that the introduction of the Lighthill acoustic
analogy had little influence on the design and development of the corrugated
nozzle and its derivatives. Nevertheless it has to be accepted that all the noise
reduction devices discussed above were developed experimentally, and even today
their performance cannot be satisfactorily predicted theoretically. However, once it
had been established that flow-acoustic interaction played a significant role in the
radiated noise characteristics of a jet, it became clear that any device added to a
nozzle-exhaust system that modified the jet mixing region and the surrounding flow
field would result in a change, and almost certainly an increase, in flow-acoustic
interaction. Thus, it is suggested in reference 36 that the reduction in noise arising
from the corrugated nozzle and its derivatives occurs within the zone of silence and
is negligible outside it, especially at large angles to the jet axis. Hence a necessary
condition in a device to reduce jet noise at subsonic speeds is to provide a gaseous
shield around the jet and between the fast-moving turbulent structures and the far-
field observer. The application of flow-acoustic interaction theory, as performed in
reference 36, provides a satisfactory qualitative explanation of the noise reduction
properties of the corrugated nozzle and its derivatives.

Alternative Theories of Aerodynamic
Noise

The Determination of T;

Following the publication of Lighthill’s theory of aerodynamic noise many scien-
tists and engineers adapted the theory to provide prediction methods for jet noise
covering a wide range of jet conditions, such as jet exit temperature and speed. An
early stumbling block was the modeling of the space-retarded-time covariance of Tj;
in terms of readily measurable turbulence quantities, such as second-order turbulence
velocity covariances, their energy spectra, and their integral scales. Some researchers,
such as Jones (ref. 98), attempted the difficult measurement of the fourth-order ve-
locity covariances, but the complexity of the problem (T}; has six independent com-
ponents) has meant that more attention has been placed on theoretical, rather than
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further experimental, developmen‘~ in the determination of Tj;. Lighthill (ref. 3)
noted that a major contribution to .. 7Tj; covariance in a turbulent shear flow came
from e;; Op/0t, where e;; is the mean rate of strain dv;/0z; + 0v;/0z;. Thus, in the
presence of an intense mean shear, the fluctuations in pressure would be highly ampli-
fied and the noise radiation would be enhanced. A theory of subsonic jet noise based
on this model was attempted in reference 43, and many of the results obtained were
shown to be in broad agreement with experiment. The method, however, was unsat-
isfactory at and near M, cosf = 1. It was later that Lighthill’s theory was extended
both by Ffowcs Williams (ref. 39) and Lighthill (refs. 4 and 5) to cover convection
speeds at all subsonic and supersonic Mach numbers, including M.cosf = 1, at
least up to those Mach numbers for which density fluctuations inside the flow were
considered to have little influence on the turbulence.

The Theories of Ribner and Michalke

Ribner (refs. 99 and 100) noted that inside a turbulent shear flow, when the
fluid is incompressible, the double divergence of the Lighthill stress tensor, with
T;j = pootivyj, is exactly equal to V2p and therefore can be written

3:[51; 8.’1:]' =V ¢ (97)

where ¢ is a scalar function and is termed a “pseudo-incompressible pressure.” Ribner
discarded the notion of a quadrupole source and referred to his theory as the simple
source theory of aerodynamic noise. The theory was criticized by Lighthill (ref. 5) on
the grounds that it suppressed the tensorial properties of T;; and that it was wrong
to imply that T;; decayed near, and beyond, the boundaries of an incompressible
flow at the same rate as the pressure. Therefore, the neglect of T;; outside a
flow field would not apply to the pressure. However, as an approximation to the
Lighthill stress tensor and as used to derive a model containing empirical constants
for the prediction of the radiated noise from a jet, Ribner’s results were shown to be
satisfactory. Ribner found it necessary to include the effects of refraction due to the
mean flow-acoustic interaction, and since this was a high-frequency phenomenon, he
found it was satisfactory to use ray acoustics. Ribner’s results were qualitatively
in agreement with experiment and helped to explain the so-called zone of silence
near the jet axis. Further developments of Ribner’s theory are given in references 44
and 101.

It was proposed in references 102 and 103 that the radiated noise from a turbulent
flow, such as a jet, could be obtained from the method of matched asymptotic
expansions, whereby the inner region would be the field of turbulent flow and the
outer region the radiated noise field. This suggested that the outer solution could
be represented by a distribution of axisymmetric emitting noise sources (m = 0) and
nonaxisymmetric emitters (m # 0). It was found that a relatively small number
of azimuthal modes were needed to provide a good representation of the sound
field of a circular jet found from experiment. Of course, a major problem was to
relate the external sound field to the characteristics of the turbulence in the jet
mixing region, which in Lighthill’s theory is given by BZTij / Ot2, In reference 103 a
single parameter of the jet turbulence 6 = krsin@ was used, where k is the sound
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wave number w/ce and 2r = Dj, the jet exit diameter. The length § is related
to Dj, but as it does not vary with position along the jet it was assumed to be
some suitably averaged length scale .of the turbulence, possibly related to the region
of the jet concerned with the sound generation of greatest amplitude. In spite of
this apparent oversimplification, the theory showed agreement with a wide range
of experimental data, including that of references 76, 104, and 105. However the
complete theory required the effective surface source distribution on, for example, a
cylinder of radius r to be matched with the near-field radiation from the true vortical
sources within r, whose length scale and amplitude depend on the local turbulence
parameters and not on just a single parameter §. Related work on that problem
was undertaken in reference 106, extending earlier work (ref. 99) and unpublished
work by Csanaday. A further extension of that work led to the study of flow-acoustic
interaction, as described in reference 18, and to its practical application as a jet-noise
prediction scheme (e.g., ref. 107). The flow-acoustic interaction problem has been
investigated by many researchers (e.g., refs. 108 to 113). Further discussion on the
choice of acoustic analogy is given in references 114 and 115.

The Neglect of the Fluctuations in
Density at Source

An aspect of the Lighthill acoustic analogy theory that has caused much dis-
cussion is that Lighthill’s equation is strictly an integro-differential equation for the
density, since p appears as the independent variable and also in the source function
through the stress tensor Tj;. (See ref. 52.) In low Mach number flows, the strength
of the acoustic sources is such a small fraction of the flow kinetic energy that it is
a good approximation to replace p in T;; with the ambient density poo. We can as-
sume that in such flows sound waves present in the flow do not modify the turbulent
flow. If we argue that pressure fluctuations inside a turbulent flow are of the order
of poou(z) and fluctuations in density are of the order of p'/ cgo, then since for plane
sound waves p'/poo = u'/coo (where v/ is the particle velocity), it follows that for
a circular frequency w = 27 f and a sound wavelength ), u//uy < 1 and {j/) < 1,
where wly/ug is of the order of unity and [y is a characteristic eddy length. Since the
particle velocity is very small compared with the turbulence velocity we see that the
influence of the sound on the turbulence can be neglected. However the opposite is
not true and the result is embodied in flow-acoustic interaction.

Introduction to Flow-Acoustic
Interaction

Consider the disturbance created in a turbulent flow, or indeed in any unsteady
flow, that results in alternate compressions and expansions of a fluid element as it is
convected by the flow. The time rate of change in the volume of this fluid element
6V per unit volume of fluid, following the flow, is given by

. _LD&V _ _Dln p
sV o0 6V Dt Dt

=divv (98)

and it follows that in a compressible flow the sound generation is directly related to
the value of the time-dependent part of div v inside the flow. The value of div v inside
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a flow is negligibly small and would be almost impossible to measure experimentally.
Nevertheless, it is only when the time-dependent part of div v is finite inside an
unsteady compressible flow that sound generation can occur.

Pressure fluctuations exist in any turbulent flow. These are present in an
incompressible flow and are of similar amplitude in a compressible flow. In an
incompressible turbulent flow, where the vorticity £2 = V x v, it is easily shown
from the equations of motion that

V2p = —peo V2(1%/2) + poodiv(v x ) = —poo 8%v;v;/0; Oz (99)

where the constant density is set equal to poo. In a compressible flow the positive
and negative fluctuations in pressure give rise to density fluctuations, which are then
propagated outward at the local speed of sound relative to the local flow velocity.
The pressure fluctuations in the flow are barely modified by the resulting sound field,
except at high Mach numbers when shocklets are generated. Let the fluid velocity
v = u+ V¢, where u is the instantaneous velocity of the vortical field. Since the
sound field is irrotational, we can assume it is defined in terms of the time-dependent
part of the velocity potential ¢. For a turbulent shear flow, V - u = 0 by definition
of the vortical field, so that V2¢ = div v and in compressible flow is not zero. If
div v is identically zero everywhere, as in incompressible flow, there can be no sound.
Inside the flow we set |V¢| < |u], and hence to a good approximation,

D 9 i) D
—_— = -V~ — V= o 100
Dt w TV VT V=1 (100)
Let us assume that in a given flow the vorticity and the enthalpy distributions
are known. Then in such a compressible flow we find

Dlnp Din p
~ 101
Dt Dt (101)
to a good approximation, and from equation (98)
Dlnp _ 2

when sound is generated by the flow. The sound field is given exactly by the
time-dependent part of V2¢. If we define a new variable r = In (pl/ '7) such
that Vr = Vp/pc?, then from the energy equation we find, to the same order of
approximation, 5
Dr +
Dt
where s is the specific entropy and C, is the specific heat at constant pressure. If

we omit the diffusive terms in the equation of motion and again approximate to the
convective operator only, we find that

V2= — (103)

Dv _ _ 2y, (104)
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leading to

l%v% =-V-(Vr)-Vu : uV (105)
2

where : is the double dot product. Since ¢ = (y — 1)h, we can write equation (105)
in the form

%qub =-Vu:uV-¢® Vr-c Vinh- Vr (106)

In a given flow devoid of all irrotational components and with u, h, and s known
everywhere, all sound is absent. Yet when such a flow is compressible it generates a
sound field described by V¢. In the absence of flow,

2
(% - c?,o‘v2) V=0 (107)

but in the presence of flow, after we eliminate terms in r between equations (105) and
(106), the corresponding convective wave equation for V2¢ is found with a forcing
function that is a unique function of u, h, and s only. It is easy to deduce by reference
to equation (102) that this forcing function is equal to

V2 lnp (108)

and, as proposed in reference 116, may be regarded as the source of sound in an
unsteady shear flow. It is equal to —V4%¢ inside the flow to the same order of
approximation. Not surprisingly, one of the dominant terms in this forcing function
is simply azu,-uj /0z; Oz; as in Lighthill’s source function. The comparison between
the source functions in the two theories, if all diffusive terms are omitted, is as
follows:

Lighthill:
aZTij here Tes 2% Pt 2 \§. .
oz, aiL'j’ where 1;5 = pu;u; + (p — pcs) ij
Legendre: .
Vz—élnp=—é— (Vu:uV_}_Vlnh_@)
Dt Dt c? ¢ Dt

In a weakly nonisentrbpic flow we see from equations (102) and (103) that Dr/Dt
is also equal to —V2¢, and hence Inp and r are interchangeable. Thus with the
elimination of V24 between equations (103) and (104),

D2’I‘ 9
—b—t'f—V'(C V'I‘)——VV.VV (109)
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Equation (109) is known as Phillips’ equation (ref. 117), where the entropy and
viscous diffusion terms are omitted because they are small compared with Vv : vV.
Derivatives of this equation led Lilley (ref. 106) to investigate not only those flow
quantities responsible for noise generation but also the flow variables associated with
the propagation of sound out of the flow and the interaction between the flow field
and the sound waves within the flow. The resulting interaction is referred to as
flow-acoustic interaction.

Concluding Remarks

In conclusion, we should point out that Lighthill’s acoustic analogy theory of
aerodynamic noise is exact. All other theories, at best, involve approximations
of the real flow. Lighthill’s theory includes all flow-acoustic interactions as well
as the scattering of noise by the turbulence. (See ref. 118.) The underlying
difficulty in applications of Lighthill’s acoustic analogy is that the full space-time
history of 7;; cannot readily be evaluated in any given flow with specified initial
and boundary conditions. In order to unravel the effects of noise generation in
a flow from those of flow-acoustic interaction it is necessary to consider the true
unsteady-flow equations, rather than Lighthill’s acoustic analogy equation involving
the forcing term BZTij /0z; Ox;, which represent the quadrupole distribution of
equivalent acoustic sources moving in a uniform medium at rest. The beauty
of Lighthill’s approach, however, is that it is an analogy that provides a good
approximation of the order of magnitude of the radiated sound from a turbulent
shear flow, even when the true unsteady flow field can only itself be described very
approximately. However, the more accurately T;; is known, the more accurate the
estimate of the radiated noise is.

In the alternative theories of aerodynamic noise based on the convected flow
equations, which form the basis for the methods of flow-acoustic interaction, the
aim is to find suitable approximations to the space-time covariance of Dp/Dt
throughout the flow. The various attempts to achieve this are included in the works
of references 44, 106, 110, 113, 116, 117, and 119 to 124. All these studies are based
on the exact equations for unsteady viscous compressible flow, just as in Lighthill’s
theory, but differ from it in that the acoustic sources are now required to move
relative to the real flow, rather than being embedded in a uniform medium at rest.
This requirement is only achieved at the expense of the introduction of a modified
wave equation of greater complexity, and the simplicity of Lighthill’s approach is
lost.

The various attempts to achieve this goal of approximating the space-time
covariance differ essentially in the choice of the independent variable used. In essence
all are equally valid, although their results reflect the further assumptions introduced
and, in particular, the flow quantities specified as known in a given flow. It is
interesting to note that Lilley et al. (ref. 106) (see Goldstein (ref. 18)) used ¢ and r
as independent variables, Howe (ref. 122) used ¢ and hs, Yates and Sandri (ref. 124)
used ¢ and h + (84/0t) + (V¢)?/2, and Legendre (ref. 116) used ¢ and Inp. In
each approach one of the variables was eliminated so that a single equation could be
obtained. Thus Lilley derived a single equation in 7, Howe derived a single equation
in hg, and Legendre used the single equation in ¢. All these methods lead to the
determination of the sound field generated by an unsteady flow. The source of noise
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is unaffected by the choice of the independent variable. Figure 32 shows pictorially
the differences between flow-acoustic interaction theories and Lighthill’s acoustic
analogy.

We conclude that the theories discussed above may prove useful as a guide to
further experimental studies or to studies based on computer simulations, such as
LES (large-eddy simulation) or direct numerical simulation, wherein the need to
introduce approximations into the system of equations may no longer be necessary.
In most practical situations the basic unsteady flow field is not known in sufficient
detail to use any of the above theoretical methods to obtain a good quantitative and
accurate assessment of the properties of the radiated noise from the flow. At best
the theoretical methods can give a physical insight into the properties of the noise-
generation processes and a qualitative picture of the characteristics of the radiated
noise. Quantitative prediction methods, in general, have to be based on good, reliable
experimental data within the framework of the theories discussed above.

Conclusions

This chapter has presented Lighthill’s theory of aerodynamic noise as the foun-
dation on which to build all other theories of aerodynamic noise. The application
of the Lighthill acoustic analogy to the estimation of the characteristics of the noise
radiated from jets is central to this chapter.

Attention is given to the assumptions on which the Lighthill acoustic analogy
is based and it is shown why the theory gives results different from experiment
when flow-acoustic interaction occurs. The details of flow-acoustic interaction are
invariably unavailable to provide the necessary fine adjustments to the Lighthill
source function to render it such that the noise radiation as calculated is exact.
The alternative approaches to the understanding of aerodynamic noise theory are
discussed, wherein the emphasis is placed on the flow-acoustic interaction and such
theories are required to complement the results obtained by application of Lighthill’s
acoustic analogy.

The application of the Lighthill acoustic analogy to any aerodynamic mnoise
problem involves a detailed knowledge of the time-dependent flow to an extent that
is rarely available, especially when the flow is turbulent. We discuss some of the
dominant features of the mean flow and turbulent structure of a jet to guide us in
modeling the T;; fourth-order covariance, which is central to applications involving
Lighthill’s acoustic analogy. We avoid discussion of the structure of more complex
jet configurations since we need to retain a gross simplicity in our model in order to
establish whether qualitative and possibly quantitative agreement can be obtained
when comparison is made with experiment. The modeling assumptions are severe,
and yet we are able to establish an agreement with experiment better than an order
of magnitude. This in itself is surprising when we consider that the acoustic source
function based on Tj; is related to the kinetic energy of the turbulence, whereas the
overall radiated acoustic power is of the order of 10™4 smaller.

The results obtained from the acoustic analogy model are compared with exper-
imental data obtained by application of the polar correlation technique to both a
model-scale jet and a full-scale jet engine. The relatively close agreement is evidence
that the flow-field data are pertinent to the description of the acoustic analogy model.
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dynamic noise related to flow-acoustic interaction.
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The wider applications of the use of the polar correlation technique are mentioned,
especially the determination of the location of additional noise sources, such as the
source of excess noise, from a full-scale engine.

A brief description is given of attempts to reduce jet noise without incurring an
undue penalty in the loss of nozzle efficiency. Attempts to understand their noise
reduction characteristics on the basis of the Lighthill acoustic analogy are shown to
be relatively unsuccessful. However, the main feature of all noise reduction schemes
is shown to be the large changes in the jet flow structure that result, notably a
shielding of the high-speed flow near the jet boundary. It is shown that flow-acoustic
interaction theory gives a more satisfactory explanation of the main changes to the
radiated noise characteristics, especially within the zone of silence and an almost
negligible change outside. '

Finally, the importance of good, reliable, and accurate experimental data in all
studies on aerodynamic noise is stressed. At best the theoretical work can only assist
in providing a suitable framework in which to analyze the results and the presentation
of the experimental data for prediction purposes.
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Introduction

This chapter is primarily concerned with the generation of sound in turbulent
shear flows with high Reynolds numbers. The subject became a serious scientific
discipline in the early 1950’s when Lighthill (refs. 1 and 2) published his acoustic
analogy theory of jet noise. That work has more or less dominated the subsequent
development of this field, which is still somewhat incomplete and has undergone little
change in the past several years.

Lighthill achieved considerable success in explaining some of the most prominent
features of the experimentally observed jet sound field (such as the directivity
patterns of the overall sound pressure levels), but when more detailed experiments
were conducted (refs. 3 and 4, for example) it became clear that there were other,
more detailed features (such as the directivity patterns of the acoustic radiation
in individual frequency bands) that could not be explained by Lighthill’s analogy.
Reference 5 extended the analogy to account for such features, but attempts to
explain the new observations were mainly based on more complex analogies such as
those of references 6 to 9. All these analogies involve, in one form or another,
a nonlinear wave operator that eventually must be linearized before meaningful
calculations can be carried out.

Lighthill’s approach is discussed in considerable detail in chapter 2 of Goldstein
(ref. 10). This chapter therefore places little emphasis on the acoustic analogy, but
rather concentrates on an alternative approach which may be more readily adapted
for use on large-scale computers to obtain more detailed information about the sound
field than would be possible from the acoustic analogy. This approach amounts to
little more than calculating the unsteady flow that produces the sound simultaneously
with the resulting sound field. One starts from some prescribed upstream state that
is ideally specified just ahead of this region where the sound generation takes place.
To make progress without resorting to full-scale numerical computation requires
that the governing equations be linearized about some appropriate mean flow. But
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that ultimately has to be done, either implicitly or explicitly, even with the acoustic
analogy approach. Ihave no doubt that the day will come when turbulence-generated
sound is calculated directly from the Navier-Stokes equation, but, to my knowledge,
that has yet to be done. There is still much to be learned from the existing work,
which has often led to relatively simple formulas that show encouraging agreement
with experiments and produce a great deal of insight into and physical understanding
of the sound generation process. This chapter is a somewhat selective review of that
work.

The use of linearized theory to calculate turbulent flows or, better yet, changes
in turbulent flows is a branch of turbulence theory now known as “rapid distortion
theory.” (See ref. 11.) It assumes that the following conditions are satisfied (ref. 12):
(1) ¥/'/U << 1, where u' is the rms turbulence velocity and U is the local mean-
flow velocity, and (2) the interaction or change being calculated is completed in a
time, say 77, that is short compared with 7gecay, Where Tyecay is the decay time
or lifetime of a typical turbulent eddy O(£/u’), £ being the characteristic size of
turbulent eddies. Rapid-distortion calculations are usually based on the inviscid
equations—an approximation that is justified when both the mean-flow and the
turbulence Reynolds numbers are large. The important point here is that the radiated
sound field can be determined as a by-product of any such rapid-distortion calculation,
as long as compressibility effects are retained.

Solid-Surface Effects

While it might seem most logical to begin by omitting solid-surface effects and
to include them only after the turbulence self-noise problem has been appropriately
dealt with, it turns out that the solid boundaries actually simplify the problem
and allow a more rigorous treatment in at least some cases. Consider then a high
Reynolds number turbulent air jet such as that shown schematically in figure 1,
where Uj; is the jet velocity. The maximum turbulence occurs along the centerline
of the initial mixing layer, indicated by the dashed line in the figure. Here the
ratio of the rms turbulence velocity to the local mean-flow velocity is roughly 0.24
(ref. 13), which is not all that small but would probably still be considered to be an
acceptable “small parameter” to many classic applied mathematicians. Condition (1)
is therefore reasonably well satisfied.

Now suppose that a semi-infinite, but infinitesimally thin, flat plate is inserted
into the flow as shown in figure 1. Then the interaction between the turbulence.
and the leading edge will be completed in a time 77 = O(4/U), which is fairly
small compared with Tgecay = O(£/u’), considering the smallness of the turbulence
intensity. Thus, inviscid rapid distortion theory applies, and the interaction between
the turbulence and the edge can be calculated by linearizing the inviscid equations
(the Euler equations) about the mean flow.

Since the ratio of the cross-stream to streamwise components of the mean-flow
velocity is of the order of (u//U)? (ref. 14), the order of approximation will certainly
not be diminished if this flow is taken to be a unidirectional transversely sheared
flow. The important advantage of using this flow is that it is itself a solution of
the inviscid equations (for any velocity profile). The resulting expansion is then a
rational perturbation that can, in principle, be carried to arbitrary order without
internal inconsistency. The lowest order equations are now the same as those used
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Figure 1. Plate embedded in turbulent air jet.

in inviscid stability theory (i.e., the Rayleigh equations; see ref. 15), and as already
indicated, the radiated sound field can be determined as part of the solution to these
equations—provided, of course, that compressibility effects are retained.

Representation of Incident Turbulence

To determine the radiated sound field, one must first decide on an appropriate
representation of the incident turbulence. This representation would be rather easy if
the mean flow were completely uniform, since any solution for the unsteady velocity-
pressure fluctuations would then be decomposed into the sum of an “acoustic”
solution that carries no vorticity and a “vortical” solution that produces no pressure
fluctuations and is often referred to as the “gust” or “hydrodynamic” solution. The
vortical solution is used to represent the incident turbulence in most problems that
involve the interaction of turbulence with solid surfaces embedded in uniform mean
flow. Its suitability for this purpose is largely due to the following reasons:

1. It does not become infinite anywhere in space, even in the absence of solid
surfaces, so it can describe the turbulence field that would exist if the surfaces
were not present.

2. It involves two arbitrary “convected” quantities that can be specified as upstream
boundary conditions to describe the turbulence entering the interaction zone in
any given problem. This seems to be the appropriate degree of generality, because
the vorticity is a convected quantity that has only two independent components
(since its divergence must vanish).

3. It has no acoustic radiation field at subsonic speeds and will, in fact, vanish
exponentially fast at transverse infinity if the mean and unsteady vorticity fields
are sufficiently compact.

Decomposition of the solution into completely decoupled acoustic and vortical
parts is no longer possible when the mean flow is nonuniform, but the compressible
Rayleigh equations still possess a solution that has the three properties listed above
and, in fact, approach the vortical solution on a uniform mean flow in the limit as
the mean flow approaches a uniform flow (refs. 16 to 18). This would then seem to be
the natural generalization of the vortical solution to nonuniform flows, and it would
therefore seem appropriate to refer to it as the gust, or hydrodynamie, solution and,
more importantly, to use it to represent the incidence turbulence.
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In the general case, this solution can be written as follows (refs. 16 and 17):

o o0
Uy = Ag (‘[7%1;5 -, xt) + [Oo /;00 G,,(x,t]y,r)wc (% =T yt) dy dr (0’ = 112’314)
1)
where u, denotes one of the perturbation velocity components when o = 1,2,3 and
u4 denotes the associated normalized pressure fluctuation. For this equation, £ is
the time; (z1,z2,x3) are Cartesian coordinates, with z; in the mean-flow direction;
x¢ = {2, 23} in the transverse direction; G, is a free-space vector Green’s function
for the compressible Rayleigh equations, a slightly unusual case in that it is defined
by placing the convective derivative (based on the mean-flow velocity) of the delta
function on the right side of the Rayleigh equations, rather than being the delta
function itself; w, is a convected quantity that can be arbitrarily specified as an
upstream boundary condition; and A, is another convected quantity. The fourth
component of A, is identically zero, and the remaining three components form
a three-dimensional vector that has zero divergence and is perpendicular to the
gradient of the mean-flow velocity. Therefore, A, has one independent component,
and this component can be an arbitrary function of its argument.

Equation (1) thus involves two arbitrary convected quantities. It is certainly
defined over all space, since Gy is the free-space Green’s function. That it is a
homogeneous solution of the linearized Rayleigh equations can be seen by inspection.
For example, substituting the second term into the Rayleigh equations will, in view
of the definition of G, transform the integrand into the convective derivative of
6(z — y) o(t — 7) times wc. Integration by parts produces a convective derivative of
we, which by construction is identically zero. This inspection shows that the second
member of equation (1) is indeed a homogeneous solution of the Rayleigh equations.
It is easy to show that the first member also has this property.

Sound Generation and the Role of
Instability Waves

Returning now to the problem of a large, flat plate embedded in a turbulent
shear flow, we can, as argued above, use the gust solution to represent the incident
turbulence. Since this gust solution does not satisfy the boundary condition of zero
normal velocity at the plate, it is necessary to add another solution to cancel this
component of velocity. Unlike the gust solution, this latter solution does not vanish
exponentially fast at infinity, but rather behaves like a propagating acoustic. wave
there (ref. 17). In other words, the plate is able to “scatter” the nonpropagating
motion associated with the gust into a propagating acoustic wave (ref. 19).

The problem also possesses an eigenfunction solution associated with the spatially
growing instability wave that can propagate downstream from the edge of the
inflectional mean-velocity profile (refs. 20 and 21). The solution is therefore not
unique! It could be made unique if we required that it remain bounded at infinity
(since that would eliminate the eigenfunction solution that grows without bound
there). But since the linearization is only valid in the vicinity of the leading edge, it
is probably not appropriate to impose a “boundary” condition far downstream in the
flow where all sorts of nonlinear effects will have had a chance to intervene (ref. 22).

One can therefore look for an alternative way to make the solution unique. This
can be done by treating the steady-state solution, which is, of course, the one of
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interest here, as the long time limit of the solution to an initial-value problem. A
“causality” condition is then imposed in the sense that the solution is required to be
identically zero before the initial time when the incident disturbance is “turned on”
(ref. 20). ,

But in reference 22 it is argued that an initial condition imposed in the distant
past may not be relevant to the steady-state solution, since the linearization might
only be valid over a relatively short interval of time. One might therefore consider a
third way of making the solution unique. This amounts to using the eigenfunction
solution to eliminate the leading-edge singularity that appears in both the bounded
and the causal solution by satisfying a leading-edge “Kutta” condition (ref. 21).
This procedure may be rationalized by noting that the instability wave represents
downstream vortex shedding that could adjust itself to eliminate the singularity in
the inviscid solution and thereby prevent any flow separation that would otherwise
occur at a very sharp edge.

- Comparison With Data

It is not entirely clear which of these three solutions is correct, but I suspect
the argument in reference 22 is invalid and that imposition of causality is probably
appropriate. In reference 17, I compared the theory with the data of reference 23,
in which the sound radiated was measured in 1/3-octave frequency bands as a
function of the angle from the jet axis in a plane perpendicular to that of the plate.
Comparison of the experiment and theory is shown in figure 2. The top part of the
figure corresponds to the high-frequency limit where the instability waves are “cut-
off” and the issues of causality and Kutta conditions are irrelevant. However, at low
frequencies the causal solution, which is shown at the bottom, is strongly affected
by the instability wave. The agreement between experiment and theory is good, but
the causal and leading-edge Kutta conditions have the same low-frequency limit, and
one cannot conclude from this comparison which is correct. However, the bounded
solution behaves quite differently in this limit and consequently does not agree with
the data.

Sound Generated by Turbulence
Interacting With Itself: The Jet Noise
Problem

Having achieved some success in using linear theory for the turbulence-leading-
edge interaction, it is natural to try using it to calculate the sound generated by
turbulence interacting with itself (i.e., to deal with the problem of jet noise). I
have already pointed out that the ratio of rms turbulence velocity to local mean-
flow velocity is reasonably small in the region of maximum turbulence, so that the
first requirement for the validity of the rapid distortion theory is satisfied. (See
Introduction.) However, the interaction time 77, which in the present context should
be taken as the time for the sound generation to occur, is now equal to the decay
time Tgecay Of the turbulence, and thus the second requirement of the theory is
not satisfied. But with no better alternative at hand, we might still attempt to
introduce the same small parameter as before (i.e., ' /U) and carry the corresponding
asymptotic expansion to its logical conclusion. Like the more ad hoc acoustic analogy
approach, this systematic procedure assures that all appropriate conservation laws
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Figure 2. Comparison of causal or leading-edge Kutta condition solution with
data of ref. 23 for U; = 213 m/sec.

are satisfied and that the acoustic sources are of the appropriate multipole order.
But it seems to have certain advantages over the acoustic analogy in that it provides
a “rational” framework for assessing the internal consistency of the various jet noise
analyses. It may also apply to some physically realizable flow, which we hope is
not too different from the real turbulent flow of interest, and finally, it provides a
method for identifying acoustic sources and distinguishing acoustic and nonacoustic
components of the unsteady motion.

The Basic Equation

The lowest order equations are, on the face of it, the same as before, that is, they
are the compressible Rayleigh’s equations. It is well-known (ref. 15) that the velocity
components can be eliminated between these equations to obtain a single equation for
the normalized first-order pressure fluctuation Il = p;/ p,,c?,, where p; is the actual
first-order pressure fluctuation, p,(x¢) is the mean-flow density, and c,(x;) is the
mean-flow sound speed, where the latter two quantities depend only on the cross-
stream coordinate x; = {z9,z3}, with (z1,z2,z3) denoting Cartesian coordinates
and z; in the mean-flow direction. This equation can be written symbolically as

Lll; =0 (2)
where L denotes the third-order linear wave operator:

D 0

D? 2 2
L Di (D_t2 - COV) +2¢5(VU) - Va—ml (3)
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where ¢ denotes the time and D/Dt = 8/9t + Ud/Oz; is the convective derivative
based on the mean-flow velocity U(x¢).

Since solid boundaries are acoustically irrelevant for the turbulence self-noise
problem, it is appropriate to suppose that the flow is defined over all space. Then (for
reasons given in the section on solid surface interactions) the gust (hydrodynamic)
solution (i.e., eq. (1)) is a relevant solution of equation (2). But equation (2) also has
(spatially growing) instability-wave solutions which can exist whenever the mean flow
is inflectional (ref. 15). Since many investigators (e.g., refs. 24 to 29) have argued
that these latter solutions correspond to the experimentally observed large-scale
turbulent structures, it would seem appropriate to identify the gust solution with
the “fine-grained” (or relatively fine-grained) turbulent motions.

However, there are experimentally observed motions that, on a global basis, seem
to bear little resemblance to any motion that can be represented by either the gust or
the linear instability-wave solution. This should come as no surprise, since we have
already noted that the linearized solution can at best remain valid over relatively
small streamwise distances.

We have seen that the gust solution produces no acoustic radiation at subsonic
speeds, and the same can be said for the instability waves. (However, see below.)
The asymptotic expansion must therefore be carried to the next order if it is to be
used to calculate radiated sound. The normalized second-order pressure fluctuation
II; again satisfies a third-order wave equation, but it is more convenient to work
with the isentropic density fluctuation:

D=1 - 7—;—1H§ (4)
where v is the specific heat ratio. Then II satisfies
LlI=T (5)

which, except for the inhomogeneous source term

D 