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The present paper assesses turbulent flow through and the noise radiation by the "ACAT1"
fan stage, which was experimentally tested at the Universal Fan Facility for Acoustics (UFFA)
of AneComAeroTest (ACAT) as part of the European project TurbonoiseBB. The present study
focuses on a short-gap configuration, at approach condition, on a so-called Sea Level Static
(SLS) working line. Its main objective is to analyze and predict the broadband noise resulting
from the impact of the fan wakes onto the Outlet Guide Vane (OGV), also called Rotor-Stator
Interaction (RSI) noise. This is achieved via a Large Eddy Simulation (LES) of the full fan-
OGV stage that is overall in very good agreement with the test performance parameters and
with the interstage hot-wire measurements. An in-depth analysis of the multiple flow features
is carried out and leads to the identification of the mechanisms at stake in the broadband
noise production. The noise is then estimated using two different hybrid approaches. On the
one hand, the analytical approach uses an analytical model informed with flow parameters
retrieved from the LES. On the other hand, a numerical approach couples the source predicted
by the LESwith the free-field sound propagation by the FfowcsWilliams andHawkings (FW-H)
analogy. Regarding the analytical approach, Hanson’s and Posson’s cascade models have been
used to perform the broadband RSI noise predictions. The shape of the estimated noise spectra
obtained from these models is relatively similar to those of the experimental acoustic power
spectra. However, depending on the analytical model and the turbulence lengthscale estimate,
some discrepancies on the absolute noise levels may appear. The FW-H analogy recovers the
overall shape of the experimental spectra with an overestimation of the radiated noise that is
mainly attributed to the fact that the duct propagating properties are neglected by the free-
field FW-H analogy. Both the analytical and the numerical noise prediction methodologies
eventually suggest that additional non-negligible noise sources might be present in both the
experiment and the simulation.

I. Nomenclature
Acronyms

2D = Two dimensional.
3D = Three dimensional.
ACAT1 = Fan rig.
CFD = Computational Fluid Dynamics.
FW − H = Ffowcs Williams and Hawkings.
HW = Hot Wire.
IGV = Inlet Guide Vane.
LE = Leading Edge.
LES = Large Eddy Simulation.
LN = Low Noise.
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NSCBC = Navier-Stokes Characteristic Boundary Conditions.
OGV = Outlet Guide Vane.
PSD = Power Spectral Density.
SW L = Sound Power Level.
RANS = Reynolds Averaged Naviers-Stokes.
RSI = Rotor Stator Interaction.
SDT = NASA Source Diagnostic Test.
SLS = Sea Level Static.
TE = Trailing Edge.
T I = Turbulence Intensity.
TKE = Turbulence Kinetic Energy.
T LS = Turbulence Length Scale.
UHBR = Ultra High Bypass Ratio.
URANS = Unsteady Reynolds Averaged Navier-Stokes.
W ALE = Wall-Adapting Local Eddy-viscosity.
W ND = Wave Number Decomposition.

subscripts

rms = Root mean square.
p = Pope estimate (int. length scale).
j = Jurdic estimate (int. length scale).
c = Auto-correlation based estimate (int. length scale).

II. Introduction
The fan-Outlet Guide Vane (OGV) stage of aircraft engines is currently being considered as one of the major

contributors to the total noise radiated by an aircraft, particularly at approach and take-off operating conditions. This
trend will intensify with the future Ultra High Bypass Ratio (UHBR) engine architecture, which will be characterized
by an increased bypass ratio resulting from a larger diameter. To meet the increasingly stringent noise regulation
requirements, significant progress has already been achieved by aircraft manufacturers. Most of them are related to the
tonal component of the fan-OGV stage noise, which has been reduced thanks to an intensive use of acoustic liners and
a smart blade/vane count selection exploiting the duct cut-off properties. However, little progress has been made in
reducing the broadband component of the noise. It originates from stochastic phenomena involving the interaction of
turbulent structures with solid surfaces such as walls, blades and vanes. The main mechanism responsible for both
broadband and tonal noise generation is the rotor-stator interaction (RSI) which consists in the impingement of the
rotor turbulent wakes onto the stator, generating an unsteady loading on the vanes. Additionally, in a near future this
mechanism will be all the more dominant since the fan-OGV spacing in UHBR engines will be reduced for the sake of
engine performance. This mechanism has been extensively studied over the past few years, using multiple approaches
which are gathered in Moreau [1], Moreau et al. [2] and Peake et al. [3].

To bypass the prohibitive CPU cost of Direct Numerical Simulations, hybrid methods have been developed to carry
out studies on the RSI mechanism at a more reasonable cost. These methods are generally a two-step process which
separates the computation of the acoustic sources from the propagation. The present paper focuses on the two following
hybrid approaches:

1) Analytical/Semi-analytical approach: this method couples a CFD computation with an analytical model. The
flow parameters that charaterize the impinging flow are extracted from the CFD simulation to feed the analytical
model which computes the resulting unsteady loading. The latter is then considered as an equivalent dipole
source in an acoustic analogy in order to compute the associated radiated noise [4–6]. This approach only
requires flow simulations using statistical turbulence models (RANS, URANS), making it possible to compute the
RSI noise at an affordable cost especially in an industrial context. Nevertheless, the inherent assumptions made
in the turbulence models and the necessary geometry simplifications of the models induce a loss of accuracy.

2



These models may also be applied to mean flow data extracted from high-fidelity unsteady simulations (such as
Large Eddy Simulation - LES), for comparison purposes, although such unsteady simulations are not meant to
feed statistical models in the first place.

2) Numerical approach [4] : this method couples a fully unsteady flow computation, an LES in the present study,
with an acoustic analogy such as the Ffowcs Williams and Hawkings [7] free field analogy, or the Goldstein [8]
duct analogy to recover the acoustic far field. These flow simulations enable to directly compute the unsteady
loading on the vane, the accuracy of which being set by the mesh itself. The main drawback of such hybrid
approaches is that the Green’s function is only known for canonical cases (free-field, uniform flow, annular
cylindrical ducts, with possible but complex extensions to slowly varying ducts, lined ducts, mean swirl flows).
As a consequence, some specific features such as shear flows are ineluctably neglected in the wave propagation,
with a possible impact on the accuracy of the method.

The objective of the present paper is to assess the capacity of the two aforementioned methods to carry out reliable
predictions of the broadband RSI noise. It proposes an extensive use of the coupling of LES with both analytical models
and acoustic analogies. This study is an alternative to the work previously performed by Lewis et al. [9], which focused
on RANS-informed analytical models only. The LES as well as the broadband noise predictions have all been performed
on the ACAT1 configuration tested in 2018 in the ANECOMUFFA facility in Wildau (Germany) in the framework of the
European project TurbonoiseBB [10–13]. An in-depth analysis of the flow physics is conducted in order to understand
more precisely the RSI mechanism and to assess the validity of some assumptions made within the analytical models.

III. Benchmark configuration
The ACAT1 turbofan model consists of 20 fan blades and 44 stator vanes. Two configurations have been tested:

one with a short inter-stage and an additional one with a longer inter-stage (Fig. 1). Both configurations were tested at
different operating conditions (approach, side-line and cut-back conditions) on two different working lines (SLS and LN)
that differ by the blade loading of the fan. The present paper focuses exclusively on the SLS working line, at approach
condition, for the short inter-stage configuration. The flow conditions of this operating point are given in Table 1.

Rotation speed (rpm) 3828.2
Tip relative Mach number 0.57
Total mass-flow rate (kg/s) 55.156
Bypass ratio 7.6
Ambient pressure (hPa) 995.6
Ambient temperature (K) 292.8

Table 1 Approach condition.

IV. Simulations set-up

A. Computational domain

1. LES computational domain
In order to limit the computational costs of the simulation, computational domains for turbomachines are commonly

reduced using periodic boundary conditions. In the particular case of the TurboAVBP solver used in the present study, the
rotor-stator interface requires to have the same angular sector for the rotor and stator domains. For the ACAT1 geometry,
the domain can thus be reduced to a quarter of the geometry, consisting of 5 fan blades and 11 vanes. Nevertheless, a
5-11 domain is still too large for a complete hub-to-tip fan/OGV LES. To further reduce the computational domain, a
modification of the vane count, reducing it from 44 to 40 (10% reduction), has been performed. This has resulted in a 1
rotor blade-2 stator vane configuration (2π/20 periodicity), which allows to significantly reduce the computational costs.
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Figure 1 View of the UFFA fan rig of AneCom AeroTest. Ring arrays were used for acoustic measurements at
the inlet (CMD1), interstage (ISTG) and bypass (CMD3) sections, and axial arrays at the interstage and in the
bypass duct. Moreover, an array of 25 microphones, equally distributed from 0 to 120 degrees along an arc of
radius 18.5 m centered on the fan axis at the nozzle inlet, was used for far field sound measurements upstream
of the inlet.

In order to maintain the stage performance while reducing the vane count, the stator vanes are rescaled to keep the
same solidity as the original OGV according to Rai et al. [14]. This modification consists in an axial rescaling (10%
chord increase) and an azimuthal rescaling by the same factor. The leading-edge position remains the same in order to
maintain the fan-OGV distance of the original configuration. The camber line and the thickness-to-chord ratio are also
conserved. Determinant parameters for broadband noise predictions, such as sweep, lean and stagger angles, are also
maintained. Since the vane count is modified, such a geometric transformation will have a significant impact on the
tonal component of the noise but the Blade Passing Frequencies (BPF) will remain unchanged. However, it only has a
limited impact on the broadband noise as shown by Leonard et al. [4] who performed a similar geometric transformation
on the Source Diagnostic Test (SDT) configuration, and can be verified by the analytical models described hereafter.

The meridional view as well as a 3D view of the computational domain are depicted in Figs. 2 and 3.
The short inter-stage configuration is chosen. It consists of 20 fan blades and of 40 rescaled vanes. The fan tip gap is

0.78mm. The Inlet Guide Vanes (IGV) of the primary flow have been removed from the computational domain, since
the broadband noise resulting from its interaction with the fan is considered as relatively negligible.

The computational domain extends from 4 fan axial chords upstream of the rotor at mid-span, to 6 vane axial chords
downstream of the stator also at mid-span. Two main reasons led to choose these dimensions:

• They allow the boundary layers to develop on both the spinner and the casing upstream of the rotor.
• The core and bypass boundary conditions are easier to control especially regarding the reflection of sound waves .
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Core Outlet

Bypass Outlet

Overlapping zone
6 mm upstream of the splitter 

Thickness: 1 cm 
Uniform mesh (1 mm)

Inlet
Fan

OGV
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Figure 2 Computational domain. IN1, HW1 and LE1 correspond to the location of the axial cuts performed
in the LES simulations. HW1 is also the location where the hot wire measurements have been performed.

Figure 3 3D view of the computational domain.

B. Unstructured mesh
The mesh is a hybrid unstructured grid composed of 8 prism cells on walls, to accurately resolve the boundary layer,

and of tetrahedral cells in the rest of the domain. Volume and surface refinements have also been introduced in order to
ensure the quality of the mesh. Surface refinements have been mainly used to accurately discretize the blades and the
vanes, especially the leading edges, the trailing edges and the fillets. This has resulted in a rotor mesh with more than
150 cells in the axial direction and 200 cells in the radial direction. For the stator domain, there are at least 100 cells in
the axial direction and more than 150 in the radial direction. In the case of wall-modeled LES, the dimensionless wall
distance to a surface in the normal direction (designated equivalently by y+ or n+), and in the tangential directions (s+
for the streamwise direction and r+ for the third local direction) have to meet certain requirements that are recalled in
table 2 along with the wall-resolved LES requirements.

The n+ values in the entire computational domain are shown in fig. 4. Figures 5 and 6 show a closer look at the n+,
s+ and r+ values on the blade and vane skins, confirming that the mesh is consistent with the wall requirements for
wall-modeled LES.

Four main volume refinement blocks have been used on both the fan and the OGV:
• Wake refinements to correctly transport the wakes down to the rotor-stator interface. This has guaranteed at least
15 points in the wake which ensures an accurate description of the physics.

• Leading-edge and trailing-edge refinements to ensure a smooth transition from the coarse to the fine mesh near the
walls.

• Tip gap refinements: about 20 cells have been used to discretize this region.
• Inter-blade region refinements to guarantee a correct azimuthal description of the flow with at least 120 cells.
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Wall-resolved LES Wall-modeled LES

s+ 50-150 100-600
r+ 10-40 100-300
n+ 1 30-150

Number of points
in 0 < n+ < 10 3-5 -

Table 2 Wall mesh requirements for LES [15][16].

Figure 4 n+ values.

(a) Rotor. (b) Stator.

Figure 5 n+ values on the rotor and stator suction sides

6



(a) Rotor. (b) Stator

Figure 6 s+ and r+ values, rotor and stator suction sides.

The final mesh is displayed in Figs. 7, 8 and 9. These parameters eventually lead to a mesh composed of 55 million
cells in the rotor domain and of 40 million cells in the stator domain. To avoid the unnecessary oversizing of the
mesh observed on the RANS mesh [9], an optimized meshing approach based on the RANS velocity field of the wake
has been used to create refinement blocks fitted to the wake, consequently reducing the CPU cost of the simulation.
For this medium size mesh, a maximum cell size of 2 mm has been imposed so that acoustic waves up to 10 kHz (8
Blade Passing Frequencies (BPF)) are propagated with at least 25 points per wave-length. In terms of mesh quality the
equivolume skewness has been maintained below 1, which guarantees that there are no degenerate cells. Similarly, the
equiangle skewness is kept below 0.95, which is the limit to sliver cells.

C. Large Eddy Simulation

1. Solver and simulation specific features
The TurboAVBP code has been used to carry out the compressible LES on the ACAT1 configuration. This code

consists in the external coupling of two LES simulations, the first one dedicated to the rotor, and the second one
to the stator. Both computations are performed using the AVBP solver [17], which is developed by CERFACS and
IFPEN. The two computational domains are coupled using an overset grid method, implemented in the code coupler
openPALM, through which the data are exchanged between the two instances. The filtered compressible Navier-Stokes
equations describing the mass, momentum and energy equations for a perfect gas are solved. Equations are solved
using a finite-volume Lax-Wendroff time explicit scheme with second-order accuracy in time and space [18]. The
Wall-Adapting Local Eddy-viscosity (WALE) subgrid-scale closure, developed by Nicoud and Ducros [19], is used
to model the unresolved turbulent contributions. The inlet and outlets are treated using non-reflecting characteristics
boundary conditions (NSCBC) [20]. At the inlet, the experimentally measured total temperature and pressure are
imposed and the flow is purely axial with no turbulence injection [21]. At the outlet, the flow reaches a radial equilibrium
which matches the mean static pressure extracted from a surface average of the static pressure at the outlet of the RANS
simulation. Periodic boundaries are imposed on both lateral sides of the domain.

On all the solid walls, the boundary layer is modeled using a wall law inducing a no-slip condition at the walls
(see the work of Nicoud et al. [22] for more details on the law itself). A linear law is imposed if the normalized wall
distance satisfies the condition y+ < 11, and a logarithmic law otherwise (Schmitt et al. [23]). In the present case, the
mean y+ is close to 35 which is a satisfactory value for wall-modeled LES [15].
The simulation has been initialized using the RANS solution of Lewis et al. [9] in order to reduce the transcient period
of the simulation. The time step for the simulation has been set to 3.7 × 10−5 ms to obtain around 22000 iterations
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Figure 7 Midspan radial cut of the rotor domain mesh.

Figure 8 Rotor blade leading-edge mesh. Figure 9 Rotor blade tip gap mesh.

per blade passage. The present numerical methododology has been validated on compressors [24], turbines [25] and
turbofans [4, 26–28].

2. Convergence checking
The convergence state of the simulation has been checked by monitoring common integrated quantities (mass-flow

rate at the inlet and outlets, pressure ratios in the bypass and core flows) as well as local quantities such as the pressure
or the velocity using local control points (hereafter refered to as ""probes"), the locations of which are indicated in Fig.
10. The stabilization of integrated quantities ensures the convergence of the mean flow. As was performed by Leonard
et al. on the SDT configuration [4], the convergence of flow statistics was checked by analyzing the pressure signals
retrieved from the probes with the method developed by Mockett et al. [29]. This method can be used to estimate the
statistical error of a finite time signal and is particularly suited to identify the end of the transient regime of an LES. It
has been applied to all the probes to estimate the best time to start recording the statistics of the actual simulation. The
transient regime lasted around 5.5 rotations, and the statistics have already been recorded for about 4 rotations.

Over these 4 rotations, the wall pressure fluctuations on the rotor blades and the stator vanes have been recorded as
well as the pressure and the velocity components at the three axial positions shown in Fig. 2 (IN1, HW1 and LE1) in
order to be post-processed. These flow extractions have been performed every 250 time steps, which corresponds to a
sampling rate of about 110 kHz.
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Background

Wake

Boundary Layer

Figure 10 Probe locations.

V. Aerodynamic analysis
The results obtained from the LES are presented in the following sections. Results are compared to both the

experimental performance parameters and the hot-wire measurements.

A. Global performance
Tables 3 and 4 summarize the performance parameters at approach condition obtained from the LES. These values

were obtained from a mass-flow rate weighted average over an axial field cut at the splitter location, upstream of the
stator. The agreement of the LES results with the experimental data is excellent, showing negligible discrepancies for
both the mass-flow rates and the pressure ratios.

Massflow rate (kg/s)
Bypass Core Total

Experiment 48.745 6.411 55.156
RANS 48.745 6.411 55.156
LES 48.787 (+0.09%) 6.395 (−0.25%) 55.186 (+0.05%)

Table 3 Mass-flow rates obtained at approach condition.

Fan pressure ratio
Bypass Core Total

Experiment 1.110 1.100 1.109
RANS 1.106 (−0.36%) 1.098 (−0.2%) 1.105 (−0.36%)
LES 1.106 (−0.36%) 1.095 (−0.45%) 1.105 (−0.36%)
Table 4 Fan pressure ratios obtained at approach condition.

B. Mean flow

1. Friction line analysis
As the flow speed is reduced at approach condition with respect to cruise condition, higher angles of attack can be

observed at the fan leading edge, which generally results in local flow separations. In order to identify these detached
zones, the mean axial component of the wall shear on the suction side of the blades and vanes is displayed in Figs. 11
and 12 respectively. As expected, a leading-edge flow separation appears from 20% of the fan span up to the tip of the
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rotor. The flow reattaches before reaching a quarter of the blade chord and remains attached down to the trailing-edge
on most of the fan span. Between 30% and 60% of the rotor span however, a large flow detachment occurs from 60% of
the axial chord down to the trailing edge. Regarding the vane, the flow remains attached until it reaches half of the vane
chord where a flow detachment covering almost all the vane span occurs. This flow separation was not predicted by the
RANS simulation [9]. Between 20% and 95% of the vane span, the flow reattaches before reaching the trailing edge
while under 20% it remains detached.

Figure 11 Axial component of the wall shear on the
blade suction side.

Figure 12 Axial component of the wall shear on the
vane suction side.

2. Fan wake analysis
Broadband interaction noise directly depends on the turbulent state of the flow impacting the stator row. As a

consequence, typical turbulence variables such as the turbulence kinetic energy (TKE) within and outside of the wakes,
and the flow characteristic dimensions (wake width, integral length scale) are usually prescribed as input parameters
for analytical models. They notably have a substantial effect on the subsequent noise predictions [30]. An accurate
simulation of these flow characteristics is then compulsory to ensure the reliability of the noise predictions, whether
numerical or analytical.

With the aim of checking the reliability of the present simulation, Figures 13-16 compare the three velocity
components and the TKE from both HW measurements and LES at the hot-wire HW1 location (X=-2.685m, see Fig. 2).

The axial velocity (Fig. 13) is in very good agreement with the experimental data. The wake tilting is well recovered
by the LES, as was already observed in previous simulations on the SDT [4, 26, 31]. The casing boundary layer is
thicker in the LES and part of the tip gap vortex is not well captured in comparison with the experiment. A finer mesh
may be needed in this flow region to better capture this flow feature. A slight overestimation, which is within the
experimental uncertainty, can be observed in the background flow over the whole blade span. The wake velocity deficit
is slightly less important in the LES, especially near the tip of the rotor where the velocity deficit notably decreases,
which is not observed in the HW measurements. It should be underlined at this point that the experimental wakes vary
from one blade to another, a few blades shedding particularly thick wakes (e.g. 4 o’clock blade). The computation
assumes a perfect axisymmetry that should be ideally obtained in the experiment. Similarly the hotwire measurements
are questionable in the gap region where the flow is expected to exhibit intense swirl that is likely to flaw the HW
measurements.

The azimuthal velocity (Fig. 14) is in very good agreement with the experimental data. A slight overestimation is
observed in the core flow, which could be partly explained by the absence of the IGV in the LES setup.
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The radial velocity (Fig. 15) is the velocity component which shows the largest discrepancies. This component
is well captured in the wake and in the upper part of the background flow. However, a substantial overestimation is
observed close to the casing and in the core flow. This might be partially explained by the lack of accuracy of the
experimental estimate using hot wires since comparable discrepancies have been observed on other configurations [32].
The radial velocity is indeed very small compared to the 2 other components: therefore slight differences in the main
components account for relatively large variations of the radial velocity.

Finally, the turbulence kinetic energy (Fig. 16) is significantly overestimated by the LES. This might be caused by
the significant flow detachment observed at the rotor leading edge, which might be more important in the simulation
than in the experiment. This flow separation may indeed induce high levels of TKE close to the rotor suction side
which then interact with the wakes. As already mentioned for the axial component, it should be pointed out that HW
measurements show significant wake-to-wake variations that limit their trustworthiness and cannot be reproduced by
the simulation. Furthermore, studies on the same case by François et al. [33] and by Polacsek et al. [34] have shown
similar discrepanices with the experimental data using a ZDES approach with a 380 million cell mesh, unveiling a
potential lack of accuracy of the HW measurements. The overall agreement of the LES with the experiment is still
quite satisfactory. Nevertheless, such an overestimation of the turbulent kinetic energy suggests the need for a finer
wall mesh to capture more precisely the leading edge flow detachment, or at least to check the reliability of the present
computation. Similarly to the RANS simulation [9], this overestimation of the TKE may be detrimental to the noise
prediction but has also led to interesting outcomes, as shown in the following sections.

(a) HW measurements. (b) LES.

Figure 13 Axial velocity field at position HW1.

VI. Broadband noise predictions using analytical models
This section presents the LES-informed analytical predictions that have been performed. The objective is to

assess the impact on the noise predictions of the use of the more accurate LES input parameters, with respect to the
RANS-informed predictions performed previously [9].

A. Extraction of input data for acoustic models
Analytical models require several input parameters in order to reconstruct the stator incident flow and compute the

resulting loading fluctuations:
• The axial velocity
• The absolute velocity
• The turbulence intensity (TI) in the wake and the background flow
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(a) HW measurements. (b) LES.

Figure 14 Circumferential velocity field at position HW1.

(a) HW measurements. (b) LES.

Figure 15 Radial velocity field at position HW1.

• The turbulence integral length scale (TLS) in the wake and the background flow
• The wake half width

These flow parameters have been retrieved from the LES thanks to an axial cut located at the LE1 position (see Fig. 2).
This cut has been performed as close as possible to the stator leading edge in order get a representative description of the
flow that is actually interacting with the vane cascade. A well adapted and fairly accurate way to extract these parameters
is to assume a Gaussian shape for the wake, based whether on the absolute velocity deficit or on the turbulence kinetic
energy (TKE). Performing a Gaussian fit on the extracted wakes then enables to separate the background flow from the
wake variables by applying a 20% threshold (see Fig. 17).

Multiple processes for estimating the streamwise turbulence lengthscale based on numerical simulations are available.
For RANS simulations, the first one, proposed by Pope [35], makes direct use of the turbulent variables k and ω through
the following relationship:
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(a) HW measurements. (b) LES.

Figure 16 Turbulence Kinetic Energy at position HW1 (with different color map scales for improved legibility
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Figure 17 Wake extraction using a Gaussian fit.

Λp = 0.43
√

k
Cµω

(1)

with Cµ = 0.09 . Another estimate can be obtained using the wake width Lw with the empirical relationship of Jurdic et
al. [36] :

Λj = 0.21Lw (2)

For the latter relationship, the wake and background TLS are the same. This estimate can obviously be used also when
retrieving data from LES. Another integral length scale estimate can be obtained using the unsteady data extracted from
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the temporal recording made on an axial cut through the computation of the temporal autocorrelation function:

Ruu(x, τ) =
u′(x, t)u′(x, t + τ)

u′2
RMS
(x)

, (3)

where u′(x, t) is the axial velocity fluctuation at position x and time t, and u′RMS(x) the root mean square of the velocity
fluctuations at position x. The autocorrelation can then be used to compute the temporal integral scale [35]:

Λt =

∫ ∞

τ=0
Ruu(x, τ)dτ. (4)

Under Taylor’s frozen turbulence assumption [35, 36], an integral length scale can finally be computed as follows:

Λc = UΛt, (5)

where U is the mean axial velocity transporting the turbulence.
In order to compute the TLS from the LES using Λj , a phase locked average has been performed over about 4

rotations on the axial cut upstream of the OGV leading edge at the LE1 position (see Fig. 18). The Λc estimate was also
computed on the same axial cut and over the same simulation time. The latter estimate was performed using the same
approach as Odier et al. [28].

(a) Axial velocity. (b) Turbulent Kinetic Energy.

Figure 18 Phase locked average at LE1 position.

Figures 19 and 20 show the radial evolution of the input parameters resulting from the previously explained extraction
processes. The LES values are plotted along with the RANS extractions that were performed by Lewis et al. [9] for the
same case. It should be noted that the RANS flow was first extrapolated from the rotor domain down to the stator trailing
edge, using Jaron’s method [37], in order to get a realistic flow at the stator leading edge in spite of using a mixing plane
approach. Nevertheless, since the distance between the leading edge and the axial cut of the LES is relatively small,
the flow disparities between these two positions are expected to be relatively small as well, which ensures a reliable
comparison between the two extractions.

The absolute and axial velocities (Figs. 19a and 19b respectively) extracted from the LES and the RANS are
relatively similar, with values that are slightly higher at the stator midspan for the RANS. The turbulence intensity (TI),
however, shows significant disparities. On the one hand, the background TI (Fig. 19c) of the LES is slightly lower than
for the RANS. This may be due to the fact that no turbulence has been prescribed at the inlet of the LES, whereas an inlet
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Figure 19 Comparison of the model input parameters extracted from both RANS and LES.

turbulence intensity of 0.03% has been imposed in the RANS. On the other hand, the wake TI is higher in the case of the
LES and can reach values up to twice the RANS wake TI between 15% and 80% of the stator span (Fig. 19d). This may
be explained by the flow separation at the fan leading edge that is more significant in the LES than in the RANS, and
interacts with the downstream wake, contributing to its thickening. The tip gap region is characterized by a decrease and
a sudden increase in the TI, showing the interaction of the wake and the tip gap flow. For both background and wake TI,
the LES unveils a sudden increase in TI near the hub and the casing. However, in the case of the RANS, this increase
cannot be observed at the hub because the extrapolation process does not account for the presence of the splitter.

The different TLS estimates are plotted in Fig. 20. The radial evolution of Λj is very similar for both simulations,
except at 15% of the stator span where a slight decrease in the TLS, which may result from the interaction of the wake
with the splitter, is observed for the LES. The values are higher for the LES since the wake width is larger than in the
RANS over the whole vane span. Once again, this may be the consequence of a more substantial interaction between the
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Figure 20 Comparison of the different TLS estimates extracted from both RANS [9] and LES.

separated flow and the downstream wake in the LES. The same increase in Λj is observed near the tip gap region where
the wake substantially thickens because of its interaction with the tip gap flow, which is certainly not well captured by
the RANS prediction as it is highly unsteady.

The Λc estimate displays a quite different behavior than the Λj . In the background flow, Λc is almost constant from
the hub up to 80% of the vane span with significantly larger values than those obtained for Λj . Near the tip, its shape is
similar to the Λp estimate for the RANS, with a decrease in the estimated TLS as one gets closer to the casing. Similar
observations were made by Leonard et al. on the SDT configuration [4]. In the wake, the Λc estimate provides values
that are of the same order of magnitude as the Λj estimate. However, the radial evolution of Λc displays pronounced
differences with Jurdic’s estimate. Λc increases from the hub up to 40% of the vane span and then decreases up to the
casing. The decrease in Λc in the wake starts closer to the hub than in the background flow. The wake TLS is smaller
than that in the background, which is consistent with the real physical behavior of the flow. This behavior is for instance
not well reproduced by the Λp estimate for which the TLS is slightly larger in the wake.

The results obtained from Λc question the validity of Jurdic’s estimate in such a flow configuration. It seems that
the flow detachment observed on the fan leading edge has significantly modified the wake structure and has led to a flow
configuration that does not correspond to the one in which this estimate was observed. This result may also indicate that
a finer mesh is needed in the background flow or on the blade surface, to faithfully capture the turbulent structures.

B. Analytical model results
Two models representing the state of the art of analytical broadband RSI noise prediction have been applied: the

model of Hanson [38], and the model of Posson [5, 39, 40] as implemented in the Optibrui platform. They are both
derived from Glegg’s model [41] which computes the acoustic field resulting from the interaction of a 3D incident
gust with a rectilinear cascade of zero-thickness flat plates of infinite span. To account for the spanwise geometric and
aerodynamic variations, they rely on the strip theory in which the stator is divided into several unwrapped radial strips,
each of them corresponding to Glegg’s configuration.

The main difference between the two models is the acoustic propagation method. On the one hand, Hanson’s model
propagates the acoustic waves within each strip and accounts for the mean axial flow. On the other hand, Posson’s
model computes the vane unsteady loading which is then used as an equivalent dipole source within an in-duct acoustic
analogy that takes into account a uniform axial flow. Consequently, Posson’s model considers a distribution of the
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acoustic energy over the duct cut-on modes, whereas Hanson’s model totally neglects the duct propagation effects.
The experimental sound power level (SWL) displayed in the following result comparisons have been computed using

microphone measurements. The upstream SWL obtained from the forward arc was computed by integrating the sound
pressure spectra measured by the far-field microphones weighted by the sine of the radiation angle. The downstream
SWL was computed using the pressure signals at the casing of the bypass section by assuming a particular energy
distribution over the acoustic cut-on modes. This method is referred to as Wave Number Decomposition (WND) and is
detailed in Tapken et al. [12].

Both models were informed with the input parameters described in the previous section. Figs. 21 and 22 show
the prediction for both noise models using the previously discussed integral length scale estimates. The LES results
have been plotted along with the RANS predictions performed by Lewis et al. [9] to get a more comprehensive
analysis. Regarding the LES-informed predictions, the integral length scale estimate has a significant impact on the
noise predictions for both models. Similarly to what was observed by Lewis et al. [9] and by Kissner et al. [42] for
the RANS-informed predictions, the fact that Λj is larger than Λc near the casing leads to higher noise levels at low
frequencies, confirming that the strips located near the casing are responsible for a significant part of the radiated noise.
It should however be noted that the gap at low frequency between the Λc and Λj predictions is several dB lower than
between the Λp and Λj RANS-informed predictions, despite similar trends in the near-casing region. This may be due
to the high Λc values in the lower part of the background flow that could counter-balance the effect of the near-casing
strips. Moreover, the near casing gap between Λc and Λj is substantially smaller than the one observed between the
two TLS estimates used for the RANS. This behavior has eventually led to a maximum low-frequency gap of 2 dB for
Hanson’s model and 3 dB for Posson’s model between the two LES predictions. It emphasizes the paramount role of the
tip flow wake, confirming the relevance of carrying out well resolved unsteady simulations such as LES in that region.

Despite noticeable disparities in the TLS estimates, especially in the background flow, the LES-informed predictions
using the two estimates almost overlay above 5kHz. This is particularly the case for Hanson’s model. For Posson’s
model, the TLS disparities have had a slight impact at high-frequencies as well. Indeed, in addition to the near-casing
strip effect, the TLS differences has induced a slight tilting of the spectrum, leading to an almost constant 1 dB gap
above 5 kHz between the two LES predictions.

Considering only the predictions using Λj , it appears that the LES predictions are closer to the experimental data
than the RANS-informed predictions. Similar observations were made by Leonard et al. [4] on the SDT configuration
when comparing the TLS estimate impact on both RANS and LES-informed analytical models. In the present case, an
increase in the SWL by 2-3 dB is observed over the whole frequency range for the LES with respect to the RANS data.
This increase results from the simultaneous increase in Λj and in the wake TI for the LES relatively to the RANS.

Figure 23 shows the direct comparison of the LES-informed predictions obtained from Hanson’s and Posson’s
models, when using the two available TLS estimates. As for the RANS, Posson’s model tends to underestimate the noise
at low frequency relatively to Hanson’s model. This is mainly attributed to the duct cut-off effect which has a noticeable
impact, especially at low frequencies for which a major part of the first modes is cut-off. The frequency for which the
maximum SWL is observed is well captured by the model of Posson for both upstream and downstream predictions
when using Λj . Hanson’s model, however, only captures the frequency of the SWL peak for the upstream prediction.
When using Λc , the capacity to capture the frequency at the SWL peak is conserved by both models. In terms of shape,
Hanson’s model is closer to the upstream experimental spectrum whereas Posson’s model recovers quite faithfully the
shape of the downstream experimental spectrum. This may due to the fact that Posson’s model uses the inner and outer
radii of the bypass section as references for the in-duct propagation, leading to a more important cut-off effect for the
upstream part but to a more faithful downstream prediction. In terms of absolute levels, both models underestimate the
upstream noise from medium to high frequencies, with a gap ranging from 2 to 10 dB for the highest frequencies. For
the downstream prediction, Hanson’s model recovers the experimental noise level whereas an underestimation by 2 to 5
dB is observed for Posson’s model over the whole frequency range.

As already discussed in [9], Hanson’s model provides an overall better estimate of the intake and exhaust sound
power levels than Posson’s model. Conclusions have to be drawn carefully since the duct geometry both upstream and
downstream of the OGV, as well as rotor reflections are likely to impact the sound transmission. In that perspective,
Posson’s model better takes into account the transmission across the stator and the downsteam duct that is cylindrical,
since it expresses the solution as a sum of cut-on cylindrical duct modes. As a consequence, the seeming under-prediction
of Posson’s model may actually be the most trustworthy for the RSI mechanism, which would indicate the presence of
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other non-negligible noise sources in the actual experiment. The flow detachment on the rotor leading edge, for instance,
might be an interesting additional source to consider in future studies. The fact that both models still under-predict
the radiated noise in spite of the fact that the TI levels are significantly higher in the LES than in the experiment also
supports this latter point.
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Figure 21 Upstream SWL (left) and Downstream SWL (right) spectra predicted by Posson’s model.
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Figure 22 Upstream SWL (left) and Downstream SWL (right) spectra predicted by Hanson’s model.
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Figure 23 Upstream SWL (left) and Downstream SWL (right) spectra predicted by Hanson’s and Posson’s
models using LES data.

VII. Broadband noise predictions using a hybrid numerical approach
The previous LES-informed analytical model approach has been performed for comparison purposes but does not

represent a viable noise prediction approach given the cost of an LES. LES in fact better suited for high-order numerical
hybrid methods dedicated to broadband noise predictions. This kind of method is a two-step approach that decouples the
computation of the acoustic sources, performed through a scale-resolving simulation such as LES, from the propagation,
usually performed through the use of an acoustic analogy. In the present case, the sources correspond to the wall
pressure fluctuations on the stator surface, which have been extracted from the simulation over about 4 rotations. These
pressure fluctuations have then been used as dipole sources within the Ffowcs Williams and Hawkings (FW-H) free-field
analogy, as implemented in the tool SherFWH developed by the Aeroacoustics Group of Université de Sherbrooke
[43]. SherFWH corresponds to an implementation of the formulations of Casalino [44] and Najafi-Yazdi et al. [45]. As
previously mentioned, FW-H’s analogy propagates the sound in the free-field, which means that the duct geometry is
neglected. Moreover, extracting the sources directly on the vane surface implies that the quadrupole sources, related to
the volume term of the FW-H analogy [46], is neglected. This is actually a fairly reasonable assumption since the tip
relative Mach number of the rotor is of 0.57, which makes it possible to neglect both monopole and quadrupole sources
[46].

The pressure fluctuations on the vane have been recorded over almost 4 rotations with a sampling frequency of 110
kHz, leading to a Nyquist frequency of 55 kHz. Considering that 25 points per wavelength are required to resolve an
acoustic wave, the vane surface mesh parameters lead to an acoustic cut-off frequency of 116 kHz. The far-field SWL
has been obtained using Welch’s method and Hann windows with 50% overlap. The impact of the number of windows
on the frequency resolution ∆ f of the signal is presented in Table 5.

Number of averages 3 10
∆ f (Hz) - 50% overlap 84 282
∆ f (Hz) - no overlap 42 141

Table 5 Impact of the number of windows and of the overlap on the signal post-processing.

Figures 24 and 25 show the results obtained using 3 and 10 windows respectively for a better readability. The noise
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prediction obtained using the pressure fluctuations on the entire vane surface is plotted in blue. For both upstream and
downstream predictions, the FW-H prediction recovers quite faithfully the overall shape of the experimental spectrum.
In terms of absolute levels, however, a significant overprediction of the radiated noise can be observed. This is especially
the case for the upstream prediction that displays a 10 dB gap from low to medium frequencies. Above 6 kHz, however,
this gap decreases to 5 dB and remains constant up to higher frequencies. The first BPF harmonics are recovered with
an overprediction of 10 dB for the BPF, while the second harmonic is slightly under-predicted (-2 dB) and the third
one is well captured. The higher harmonics, however, are not well recovered by the method. These discrepancies
regarding the tonal noise are expected since the vane count has been modified to reduce the computational domain. The
overprediction of the noise for the downstream part is not as important as for the upstream one. The difference with
respect to the experiment is only of 2 dB on most of studied frequency range, except at low frequencies where it can
reach 5 dB. This overall overprediction may be attributed to the fact that the FW-H analogy only considers a free-field
propagation, which neglects the duct cut-off effect as well as the real distribution of the acoustic energy over the duct
modes. As shown by Pérez et al. [27], the use of Goldstein’s analogy [8], which takes into account these duct specific
features, could lead to a 5 to 10 dB reduction of the predicted noise over the whole frequency range with respect to
the FW-H based prediction. Furthermore, as mentioned in Section V.B.1, a flow detachment occurs in the rear part of
the stator vane, which was not observed in the RANS study. This flow separation, if not well predicted, may be partly
responsible for the observed overprediction. In order to assess how significant its contribution to the radiated noise is,
the vane has been split in two parts: the front part, consisting of the first 40% of the vane axial chord over the entire
vane span, and the aft part, which consists in the 60% left. Considering this splitting, the power spectral density (PSD)
Γf ull induced by the pressure fluctuations on the full blade at a particular observer point can be rewritten as follows:

Γf ull = ΓFront + ΓAf t + 2Re(ΓFront,Af t ), (6)

where ΓFront and Γaf t are the PSD induced by the front and the aft parts of the vane respectively, ΓFront,Af t is
the cross-spectral density between the front and the aft signals (corresponding to the Fourier transform of the cross-
correlation function), and Re() denotes the real par of the quantity in parentheses. These three terms (ΓFront , ΓAf t , and
2Re(ΓFront,Af t )) have been plotted along with the full-vane based prediction in Figs. 24 and 25.
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Figure 24 Upstream SWL (left) and Downstream SWL (right) spectra obtained from Ffowcs Williams and
Hawkings analogy (3 windows).

As it can be seen, the aft part of the vane is responsible for most of the noise radiated by the vane, which means that
in the present computation, the noise due to the flow separation may be more important than expected. Moreover, the
fact that the front and the cross terms display noise levels similar to, or lower than those observed in the experiment may
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Figure 25 Upstream SWL (left) and Downstream SWL (right) spectra obtained from Ffowcs Williams and
Hawkings analogy (10 windows).

indicate that the observed rear flow separation is less important in the experiment, and that it could be a consequence of
a lack of mesh refinements on the vane surface. The cross-spectra also show that the upstream and aft part of the vane
pressure fluctuations are correlated indicating a possible downstream shift of the RSI sources.

VIII. Conclusion
A comprehensive noise computation of the ACAT1 configuration at approach condition has been performed using a

medium-sized mesh Large Eddy Simulation. The LES is in excellent agreement with the experimental performance
parameters and with the hot-wire measurements, exhibiting small discrepancies within the experimental uncertainty for
the latter. Significant disparities are however observed for the turbulence kinetic energy which seems to be overestimated
by the simulation. Two hybrid noise computation methods have been used. The first is the LES-informed analytical
model approach. The impact of the two available turbulent length scale estimates on the SWL has been studied, showing
discrepancies at low frequencies that can be mainly attributed to the larger TLS estimate near the casing. This effect is
however less important than for the corresponding RANS-informed study [9] because of the larger background TLS
outside of the tip region, which seems to have counterbalanced it. Both Hanson’s and Posson’s models underestimate the
noise levels on a large part of the studied frequency range. This underestimation may indicate the presence of additional
noise sources in the experiment, which may not be negligible with respect to the RSI mechanism.

A higher order hybrid approach, coupling the LES with the Ffows-Williams and Hawkings analogy, has then
been applied to assess the noise radiated by the stator row. A global overestimation of the radiated noise is observed,
especially for the upstream prediction, which reveals discrepancies with the experiment that can reach 10 dB at low
frequencies. The overestimation is mainly attributed to the fact that the FW-H analogy does not take into account the
duct propagation effect. Moreover, it seems that the vane flow separation contributes more significantly than expected to
the overall noise with respect to the RSI mechanism, which may indicate a need to refine the wall mesh in this zone to
guarantee that it is well captured.

The under-prediction of the noise using LES-informed analytical models despite the over-predicted turbulence
kinetic energy, in conjunction with an excessively overestimated noise using the FW-H analogy, which might be partly
linked to an unexpected flow separation on the vane, support the hypothesis that a finer mesh is needed to draw reliable
conclusions on the involved noise mechanisms. These observation also suggest that additional noise sources, such as the
rotor leading edge flow detachment, may take part in the radiated noise in a significant way.
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