
Journal of Computational Physics 224 (2007) 637–662

www.elsevier.com/locate/jcp
High-order, low dispersive and low dissipative explicit
schemes for multiple-scale and boundary problems

Julien Berland, Christophe Bogey, Olivier Marsden, Christophe Bailly *
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Abstract

Explicit high-order numerical schemes are proposed for the accurate computation of multiple-scale problems and for
the implementation of boundary conditions. Specific high-order node-centered finite differences and selective filters remov-
ing grid-to-grid oscillations are first designed for the discretization of the buffer region between a Dx-grid domain and 2Dx-
grid domain. The coefficients of these matching schemes are chosen so that the maximum order of accuracy is reached.
Non-centered finite differences and selective filters are then developed with the aim of accurately computing boundary con-
ditions. They are constructed by minimizing the dispersion and the dissipation errors in the wave number space for waves
down to four points per wavelength. The dispersion and dissipation properties of the matching and the boundary schemes
are described in detail, and their accuracy limits are determined, to show that these schemes calculate accurately waves with
at least five points per wavelength. Test problems, including linear convection, wall reflection and acoustic scattering
around a cylinder, are finally solved to illustrate the accuracy of the schemes.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Since the earliest stages in computational aeroacoustics (CAA), the need for highly accurate schemes has
been recognized [1]. To meet the stringent accuracy requirements of CAA, low dispersive, low dissipative
and large spectral bandwidth numerical methods have been designed by optimizing their dispersion and dis-
sipation properties in the Fourier space for low wave numbers. Available optimized finite differences are for
instance the explicit dispersion-relation-preserving scheme of Tam and Webb [2] or the compact schemes of
Lele [3]. Bogey and Bailly [4] also recently developed explicit finite differences and selective filters accurate
for waves down to four points per wavelength, allowing the direct computation of aerodynamic noise using
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large eddy simulation [5,6]. These examples deal only with centered schemes designed for uniform mesh grids.
However, numerical tools with similar properties are required for some local specific features of the compu-
tational domain. Two examples are given below.

First, aeroacoustics problems commonly involve a wide range of length scales. Noise sources in jet flows for
example are at least one order of magnitude smaller than the wavelength of the dominant radiated acoustic
field. Grid stretching can then be used to take into account both acoustic and aerodynamic length scales. How-
ever, the method is a slow way to increase mesh size, and it might generate numerical errors [4]. Multiple-scale
problems can be treated alternatively by using a computational domain divided into sub-domains where mesh
size is uniform. Tam and Kurbatskii [7], for instance, developed seven-point cell-centered finite differences and
selective filters with this aim in view. In the present work, specific node-centered schemes are designed for the
discretization of the buffer region between a Dx-grid domain and a 2Dx-grid domain thanks to stencils similar
to those of the schemes used on uniform grids. High-order seven- and eleven-point matching finite differences
and selective filters are thus, respectively, proposed for spatial discretization and for the removal of the numer-
ical high-frequency oscillations.

Second, the implementation of free-field boundary conditions as well as wall boundary conditions com-
monly involves small-stencil schemes which locally lower the order of accuracy. However, to avoid extra
damping and loss of accuracy, it may be recommended to use non-centered optimized schemes with high
accuracy properties. Visbal and Gaitonde [8] developed implicit non-centered finite differences and Gaitonde
and Visbal [9] proposed implicit non-centered selective filters which enable acoustic and aerodynamic com-
putations for complex geometries [10,11]. Tam and Dong [12] designed explicit non-centered seven-point
finite differences optimized in the Fourier space to implement wall boundary conditions, which were applied
to jet screech computation for instance [13]. Using similar optimization techniques, Lockard et al. [14] and
Zhuang and Chen [15] also proposed non-centered finite difference schemes. However, non-centered selective
filters optimized in the same way have not been provided. The development of appropriate explicit bound-
ary filters is of crucial importance and must be performed with attention because standard explicit non-cen-
tered filters are unstable [16]. The boundary filters must therefore be optimized in the Fourier space to form
stable algorithms. With this in mind, non-centered seven- and eleven-point explicit finite differences and
selective filters, with properties optimized in the wave number space, are proposed in the present work. They
are designed to allow the accurate resolution of waves with at least five points per wavelength. Note that
these schemes have been recently used for the direct computation of noise radiated by flows around non-
Cartesian bodies [17,18].

In the present paper, the high-order seven- and eleven-point matching schemes are described in Section 2
and the low dispersive and low dissipative seven- and eleven-point non-centered boundary schemes are shown
in Section 3. Test cases are resolved at the end of each Section to highlight the properties of the developed
methods with respect to the standard ones. In particular, a benchmark problem involving acoustic scattering
around a cylinder is considered to assess boundary schemes for a realistic configuration. Concluding remarks
are finally drawn in Section 4.
2. Matching schemes

2.1. Finite differences

A finite-difference formulation appropriate for a non-uniform grid (xi) is introduced. The local mesh size is
defined as the smallest gap between xi and its immediate neighbors xi�1 and xi+1, i.e.
Dxi ¼ minðxiþ1 � xi; xi � xi�1Þ: ð1Þ

Actually, 2Dxi is the smallest wavelength that the scheme is able to resolve at the node xi. The spatial deriv-
ative of a function f at xi can then be approximated using a 2N-point node-centered stencil
of
ox

� �
i

¼ 1

Dxi

XN

j¼�N

ajf ðxiþjÞ: ð2Þ
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In the present work, coefficients aj are determined by canceling the first terms of the Taylor series of f(xi+j)
in (2) so that the maximum order of accuracy is reached. The development of f(xi+j) reads
Table
Coeffic

a�3

a�2

a�1

a0

a1

a2

a3
f ðxiþjÞ ¼
X2N

p¼0

bp
ijDxp

i

p!
f ðpÞðxiÞ þ OðDx2Nþ1

i Þ; ð3Þ
where bij = (xi+j � xi)/Dxi. Thus, according to (2), it yields
of
ox

� �
i

¼ f ðxiÞ
Dxi

XN

j¼�N

aj þ
X2N

p¼1

XN

j¼�N
j 6¼0

aj

bp
ijDxp�1

i

p!
f ðpÞðxiÞ þ OðDx2N

i Þ: ð4Þ
To obtain an order of accuracy of 2N, the coefficients aj must be solutions of the following system of
equations
XN

j¼�N

aj ¼ 0;

XN

j¼�N
j 6¼0

ajb
p
ij ¼ dp1; p ¼ 1; . . . ; 2N ;

ð5Þ
where dp1 is the Kronecker symbol. In the present work, sixth-order seven-point and tenth-order eleven-point
finite difference schemes are designed thanks to (5) for the buffer region between a uniform Dx-mesh and a
uniform 2Dx-mesh shown in Fig. 1. Their coefficients are given in Tables 1 and 2. The scheme names are de-
fined in Fig. 2: the subscript denotes the size of the stencil and the exponent indicates the point where the tran-
sition occurs.

Dispersion and dissipation properties of the finite difference schemes are obtained by taking the Fourier
transform of Eq. (2) in space. The effective (complex) wave number k* of the scheme is then defined as
k�Dxi ¼ �i
XN

j¼�N

aje
ibijkDxi ; ð6Þ
where k is the exact wave number. To illustrate the scheme properties, one usually considers the advective
equation where an approximated derivative o/ox is processed with (2)
Fig. 1. Buffer region between a Dx-mesh and 2Dx-mesh.

1
ients of the sixth-order seven-point matching finite difference schemes

F d
�2
7 F d

�1
7 F d

0
7 F d

1
7 F d

2
7

�0.073881673880 �0.150000000000 �0.050793650790 �0.026041666670 �0.019047619050
0.250000000000 0.812698412700 0.375000000000 0.214285714300 0.166666666700
�0.833333333300 �1.500000000000 �1.371428571000 �0.937500000000 �0.800000000000

0.066666666670 0.333333333300 0.916666666700 0.300000000000 0.083333333330
0.714285714300 0.600000000000 0.150000000000 0.468750000000 0.666666666700
�0.138888888900 �0.107142857100 �0.021428571430 �0.020833333330 �0.100000000000

0.015151515150 0.011111111110 0.001984126984 0.001339285714 0.002380952381



Table 2
Coefficients of the tenth-order eleven-point matching finite difference schemes

F d
�4
11 F d

�3
11 F d

�2
11 F d

�1
11

a�5 �0.004504336385 �0.013888888830 �0.026744497310 �0.029761904800
a�4 0.017857142830 0.085582391090 0.208333333200 0.272793873100
a�3 �0.071428571350 �0.166666666000 �0.636519036100 �1.071428573000
a�2 0.257142857000 0.333333332400 0.833333332800 2.273282276000
a�1 �0.857142856900 �0.933333332000 �1.166666666000 �2.500000002000
a0 0.022222221950 0.085714284400 0.235714285200 0.616666667500
a1 0.818181818400 0.777777778600 0.694444444800 0.535714285200
a2 �0.230769230800 �0.212121212500 �0.176767677000 �0.119047618800
a3 0.057142857160 0.051282051370 0.040792540870 0.025252525190
a4 �0.009453781515 �0.008333333343 �0.006410256426 �0.003746253734
a5 0.000751879699 0.000653594771 0.000490196080 0.000274725274

Fd
0
11 Fd

1
11 Fd

2
11 Fd

3
11 Fd

4
11

a�5 �0.005683205683 �0.002343750000 �0.001420801421 �0.001041666667 �0.000865800900
a�4 0.059523809520 0.026223776220 0.016666666670 0.012626262630 0.010714290000
a�3 �0.284160284200 �0.136718750000 �0.092352092350 �0.072916666670 �0.063492060000
a�2 0.833333333300 0.454545454500 0.333333333300 0.277777777800 0.250000000000
a�1 �1.847041847000 �1.230468750000 �1.015873016000 �0.911458333300 �0.857142900000
a0 1.141666667000 0.496031746000 0.241666666700 0.107142857100 0.033333330000
a1 0.119047619000 0.410156250000 0.609523809500 0.729166666700 0.800000000000
a2 �0.019841269840 �0.019531250000 �0.095238095240 �0.166666666700 �0.214285700000
a3 0.003607503608 0.002343750000 0.003968253968 0.026041666670 0.047619050000
a4 �0.000485625486 �0.000253652597 �0.000288600289 �0.000694444444 �0.005952381000
a5 0.000033300033 0.000015175796 0.000013875014 0.000022546898 0.000072150070
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ou
ot
þ c

ou
ox
¼ 0: ð7Þ
The dispersion relation writes as follows
x ¼ k�c; ð8Þ
Fig. 2. Stencils and names: (a) seven-point and (b) eleven-point matching finite differences Fd
m and selective filters Sf

m .
N N
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where x is the angular frequency. Take an harmonic wave u(x, t = 0) = eikx as the initial disturbance. The
approximated solution of this right-running perturbation is
Fig. 3.
Fd

unif
11 ,
uðx; tÞ ¼ eiðkx�xtÞ: ð9Þ

According to (8) it can be rewritten as
uðx; tÞ ¼ eiðkx�k�ctÞ ¼ ei½k�Reðk�Þ�ct|fflfflfflfflfflffl{zfflfflfflfflfflffl}
dispersion

� eImðk�Þct|fflfflfflffl{zfflfflfflffl}
dissipation

� eikðx�ctÞ|fflfflffl{zfflfflffl}
exact solution

: ð10Þ
The phase error is given by kDxi �Reðk�DxiÞ, and the wave amplitude is multiplied by eImðk�DxiÞ for a right-
running wave, and by e�Imðk�DxiÞ for a left-running wave, propagating over a distance Dxi. For brevity, in what
follows, only the eleven-point schemes are described in detail, but a similar analysis could be made for the
seven-point schemes.

The phase error defined by expression (10) corresponds to the error introduced by the semi-discrete approx-
imation of Eq. (7) for a plane harmonic wave. For non-harmonic waves however, the crests of the waves still
propagate at the phase speed vu = x/k = ck*/k, but the energy of the wave-packet moves at the group velocity
[19], vg = ox/ok = cok*/ok. This point is particularly well illustrated numerically in [20] for instance. The
phase and group velocities are directly related in finite-difference schemes. The phase error is thus used in
the present study as a good indicator for measuring the behavior of the schemes, but does not correspond
to the exact numerical error for non-harmonic problems, for which the group velocity is more relevant.

The dispersion error jkDxi �Reðk�DxiÞj=p is plotted for the eleven-point schemes in Fig. 3a for the Dx-
schemes (Dxi = Dx) and in Fig. 4a for the 2Dx-schemes (Dxi = 2Dx) as a function of kDx, in logarithmic scales.
The centered tenth-order eleven-point scheme obtained on a uniform grid is also plotted for comparison. It is
referred to as Fd

unif
11 . The cut-off wave number of the 2Dx-schemes is kcDx = p/2. Indeed, grid-to-grid oscilla-

tions corresponding to two points per wavelength waves on a 2Dx-mesh correspond to four points per wave-
length waves on a Dx mesh spacing. The dispersion errors remain lower than 5 · 10�3 up to about kDx < p/2
for all the Dx-schemes and up to kDx < p/4 for all the 2Dx-schemes. These limits in wave number correspond,
respectively, to four and eight points per wavelength with respect to the Dx mesh spacing. Grid-to-grid waves,
kDx = p on the Dx-mesh and kDx = p/2 on the 2Dx-mesh, are moreover not resolved.

The amplification factor e�Imðk�DxiÞ for the eleven-point schemes is now plotted in Fig. 3b for the Dx-
schemes and in Fig. 4b for the 2Dx-schemes as a function of kDx, in logarithmic scales. For low wave num-
bers, i.e. about kDx < p/2 for the Dx-schemes and kDx < p/4 for the 2Dx-schemes, the amplification factors
remain close to 1. For higher wave numbers, and especially for grid-to-grid oscillations, the amplification fac-
tor is such that eImðk�DxiÞ < 1 and e�Imðk�DxiÞ > 1. Left-running waves are therefore amplified and right-running
waves are dissipated. These non-resolved waves will have to be removed by using selective filters.

For quantitative comparisons, limits of accuracy in phase and amplitude are determined respectively
through the criteria jkDxi �Reðk�DxiÞj=p < 5� 10�3 and j1� eImðk�DxiÞj < 5� 10�3. These limits are reported
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Fig. 4. (a) Dispersion, and (b) dissipation errors of the eleven-point matching 2Dx-schemes as functions of the wave number kDx:
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unif
11 , Fd

�1
11 , ––– Fd

�2
11 , — Fd

�3
11 , – Æ– Æ– Fd

�4
11 . The dotted line shows the cut-off wave number of the schemes with

respect to the Dx mesh spacing.
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in Table 3 in terms of points per wavelength, given with respect to the Dx mesh spacing for all schemes. The
limits of accuracy of the centered tenth-order eleven-point finite differences Fd

unif
11 for uniform grids are also

given both on the Dx and the 2Dx grids. This scheme does not introduce any dissipation since it is symmetric.
Due to dispersion errors, it is however accurate for waves down to four points per wavelength, that is k = 4Dx

on the Dx-grid or k = 8Dx on the 2Dx-grid. The limits of accuracy of the matching schemes, both in phase and
in amplitude, are very similar, about k = 4Dx for the Dx-schemes and k = 8Dx on the 2Dx-schemes.

These limits of accuracy show that the present eleven-point matching finite differences permit waves discret-
ized by eight points per wavelength on the Dx-mesh, or equivalently discretized by four points on the 2Dx-
mesh, to travel through the buffer region properly. Smaller wavelengths are not accurately resolved and have
therefore to be removed by selective filtering.

2.2. Selective filters

To remove grid-to-grid oscillations, the selective filtering of a function f can be performed as follows:
Table
Disper
the Dx

Fd
unif
11=D

Fd
4
11

Fd
3
11

Fd
2
11

Fd
1
11

Fd
0
11

Fd
�1
11

Fd
�2
11

Fd
�3
11

Fd
�4
11

Fd
unif
11=2

The lim
unifor
f dðxiÞ ¼ f ðxiÞ � r
XN

j¼�N

djf ðxiþjÞ; ð11Þ
3
sion and dissipation limits of the eleven-point matching finite differences in points per wavelength k/D x = 2p/kDx with respect to
mesh spacing

Dispersion jkDxi �Reðk�DxiÞj=p < 5� 10�3 Dissipation j1� eImðk�DxiÞj < 5� 10�3

k/Dx k/Dx

x 4.14 0

4.19 3.67
4.28 4.24
4.41 4.75
4.56 5.35
3.66 6.23
6.96 7.63
7.68 7.81
8.04 7.54
8.21 6.79

Dx 8.28 0

its of the standard centered tenth-order scheme are also given when the scheme is used on a uniform Dx-grid (Fd
unif
11=Dx) and on a

m 2Dx-grid (F d
unif
11=2Dx).
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where f d is the filtered function, and dj are the stencil coefficients. The parameter r is a constant, taken between
0 and 1, defining the filtering strength. In practice, in numerical simulations, since filtering is applied to the
flow variables every iteration, or every second iteration for instance [6], it is not necessary to set r to 1,
and smaller values are used. Nevertheless, in order to design the filter in the present work, the filtering strength
is set to its maximum value r = 1. Consider the spatial Fourier transform of (11) to compute the transfer func-
tion of the filter
GðkDxiÞ ¼ 1�
XN

j¼�N

dje
ibijkDxi ð12Þ
with the Dxi and bij defined in Section 2.1. To determine the coefficients dj, the first terms resulting from the
Taylor series of (12) obtained as kDxi! 0
GðkDxiÞ ¼ 1�
XN

j¼�N

dj �
X2N�1

p¼1

ðikDxiÞp

p!

XN

j¼�N

bp
ijdj

" #
þOðkDx2N

i Þ ð13Þ
are canceled, where bij = (xi+j � xi)/Dxi. Enforcing the two following criteria
GðkÞ ¼ 1þ OðkDxc
i Þ; as k ! 0;

GðpÞ ¼ 0;
ð14Þ
then yields a system of equations to determine the dj coefficients ensuring an accuracy of order c, as k! 0.
For the Dx-schemes, the bij coefficients are integers and Eqs. (13) and (14) are rewritten as
XN

j¼�N

ð�1Þbij dj ¼ 1;

XN

j¼�N

dj ¼ 0;

XN

j¼�N

djb
p
ij ¼ 0; p ¼ 1; . . . ; 2N � 1

ð15Þ
with c = 2N. Seven-point sixth-order and eleven-point tenth-order Dx-selective filters are built up using this
system of equations.

Consider now the 2Dx-schemes. Coefficients bij are no longer integers and the condition G(p) = 0 is a priori
complex and yields two scalar equations on the coefficients dj:
XN

j¼�N

cosðbijpÞdj ¼ 1;

XN

j¼�N

sinðbijpÞdj ¼ 0;

XN

j¼�N

dj ¼ 0;

XN

j¼�N

djb
p
ij ¼ 0; p ¼ 1; . . . ; 2N � 2:

ð16Þ
The order of accuracy is then reduced down to c = 2N � 1. Seven-point fifth-order and eleven-point ninth-or-
der 2Dx-selective filters are designed here in this way.

The scheme coefficients are given in Tables 4 and 5. The stencil names are defined as in Fig. 2. Remark that
the coefficient d5 of the Dx-filter Sf

0
11 is optimized so that the filter remains stable with jG(kDxi)j < 1 for

kDxi 2 [0,p]. In this case, the order of accuracy of the scheme has to be reduced down to nine.



Table 4
Coefficients of the seven-point matching selective filters

Sf
�2
7 Sf

�1
7 Sf

0
7 Sf

1
7 Sf

2
7

d�3 0.000000000000 0.031250000000 �0.050000000000 �0.027343750000 �0.018750000000
d�2 0.031250000000 0.000000000000 0.246093750000 0.150000000000 0.109375000000
d�1 �0.156250000000 �0.156250000000 �0.450000000000 �0.328125000000 �0.262500000000
d0 0.312500000000 0.312500000000 0.328125000000 0.350000000000 0.328125000000
d1 �0.312500000000 �0.312500000000 �0.098437500000 �0.164062500000 �0.218750000000
d2 0.156250000000 0.156250000000 0.028125000000 0.021875000000 0.065625000000
d3 �0.031250000000 �0.031250000000 �0.003906250000 �0.002343750000 �0.003125000000

Table 5
Coefficients of the eleven-point matching selective filters

Sf
�4
11 Sf

�3
11 Sf

�2
11 Sf

�1
11

d�5 0.000000000000 0.001953125000 0.009945609941 0.027343749990
d�4 0.001953125000 0.000000000000 �0.035156249990 �0.149184149100
d�3 �0.017578125000 �0.017578125000 0.009945609941 0.281249999900
d�2 0.070312500000 0.070312500000 0.072916666650 �0.149184149100
d�1 �0.164062500000 �0.164062500000 �0.167708333300 �0.109375000000
d0 0.246093750000 0.246093750000 0.243750000000 0.218750000000
d1 �0.246093750000 �0.246093750000 �0.238715277800 �0.210937500000
d2 0.164062500000 0.164062500000 0.156881313200 0.135416666700
d3 �0.070312500000 �0.070312500000 �0.066542832180 �0.056344696980
d4 0.017578125000 0.017578125000 0.016506410260 0.013767482520
d5 �0.001953125000 �0.001953125000 �0.001822916667 �0.001502403847

Sf
0
11 Sf

1
11 Sf

2
11 Sf

3
11 Sf

4
11

d�5 0.006225476190 �0.002909342448 �0.001860119048 �0.001342773438 �0.001085069444
d�4 �0.023421835937 0.026041666670 0.017456054690 0.013020833330 0.010742187500
d�3 �0.019044285714 �0.101826985700 �0.072544642860 �0.056396484380 �0.047743055560
d�2 0.238418984375 0.225694444400 0.174560546900 0.143229166700 0.125325520800
d�1 �0.487181190476 �0.305480957000 �0.265997023800 �0.234985351600 �0.214843750000
d0 0.384474492188 0.248263888900 0.261840820300 0.257812500000 0.250651041700
d1 �0.149023236607 �0.101826985700 �0.159598214300 �0.187988281200 �0.200520833300
d2 0.068834975818 0.014546712240 0.049874441960 0.085937500000 0.107421875000
d3 �0.023998783482 �0.002909342448 �0.004156203497 �0.020141601560 �0.035807291670
d4 0.005245403646 0.000440809462 0.000453404018 0.000895182292 0.005967881944
d5 �0.000530000000 �0.000033908420 �0.000029064360 �0.000040690104 �0.000108506944
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To investigate the filter properties in the Fourier space, the frequency response function is recasted into the
following form:
GðkDxÞ ¼ jGjei/G ð17Þ

where jGj is the modulus and /G denotes the argument of G. For brevity, we focus on the features of the ele-
ven-point schemes. The amount of dissipation 1 � jG(kDxi)j and the phase error j/G(kDxi)j/p are plotted for
the eleven-point filters in Fig. 5a for the Dx-filters and in Fig. 6a for the 2Dx-filters as functions of kDx, in
logarithmic scales. They are compared to the tenth-order eleven-point standard centered selective filter used
on uniform grids, referred to as Sf

unif
11 . The dissipation of the Dx- and 2Dx-filters is close to the dissipation

of the centered filter. As expected, dissipation is significant for grid-to-grid oscillations, but it is negligible
for low wave numbers thanks to the high order. It is lower than 5 · 10�3 up to kDx < p/2.5 for the Dx-filters
and up to kDx < p/5 for the 2Dx-filters. These wave number limits correspond, respectively, to k = 5Dx on the
Dx-mesh and k = 10Dx on the 2Dx-mesh.

The phase errors are presented in Figs. 5b and 6b. They are lower than 5 · 10�3 up to about kDx < p/2.5 for
the Dx-filters and up to kDx < p/5 for the 2Dx-filters. For high wave numbers, kDx . p for the Dx-filters and
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kDx . p/2 for the 2Dx-filters, the phase errors become significant but these waves are precisely those which are
filtered out.

To compare the filter properties quantitatively, limits in dissipation and dispersion are estimated from the
criteria, 1 � jG(kDxi)j < 5 · 10�3 and j/G(kDxi)j/p < 5 · 10�3, based on half a percent error as in Section 2.1.
The results are reported in Table 6 in terms of wavelengths with respect to the Dx mesh spacing. The dissipa-
tion limit of the centered filter Sf

unif
11 is also provided, about k = 5Dx on the Dx-mesh and k = 10Dx on the

2Dx-mesh. The limits of accuracy of the matching filters appear to be very close to these values. The dissipa-
tion and dispersion limits of these schemes are indeed about k = 5Dx for the Dx-filters and k = 10Dx for the
2Dx-filters.

The present eleven-point matching filters are thus shown to remove only waves with wavelengths smaller
than k = 10Dx. As a result, waves discretized by at least five points on the 2Dx-mesh or equivalently by at least
10 points on the Dx-mesh are not affected significantly when they propagate through the buffer region.
2.3. Test problems

2.3.1. Linear convection

The properties of the matching schemes are illustrated by solving the advection equation
ou
ot
þ �c ou

ox
¼ 0; ð18Þ



Table 6
Dissipation and phase error limits of the eleven-point matching selective filters in points per wavelength k/Dx = 2p/kDx with respect to the
Dx mesh spacing

Dissipation 1 � jG(kDxi)j < 5 · 10�3 Phase error j/G(kDxi)j/p < 5 · 10�3

k/Dx k/Dx

Sf
unif
11=Dx 4.99 0

Sf
4
11 5.07 3.30

Sf
3
11 5.22 3.92

Sf
2
11 5.44 4.48

Sf
1
11 5.68 5.08

Sf
0
11 8.58 6.06

Sf
�1
11 9.79 8.30

Sf
�2
11 9.94 8.73

Sf
�3
11 9.97 8.89

Sf
�4
11 9.97 8.89

Sf
unif
11=2Dx 9.98 0

The limits of the standard centered tenth-order filter are also given when the filter is used on a uniform Dx-grid (Sf
unif
11=Dx) and on a uniform

2Dx-grid ðSf
unif
11=2Dx).
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where � = 1 for right-running waves and � = �1 for left-running waves, and c = 1. The grid is non-uniform: at
x = 0 the mesh size changes from Dx to 2Dx as shown in Fig. 7a, with Dx = 1. Initial disturbances at t = 0 are
defined as
Fig. 7.
and (b
u0ðxÞ ¼ cos
2p

aDx
ðx� x0Þ

� �
exp � lnð2Þ x� x0

bDx

� �2
� �

; ð19Þ
where aDx is the dominant wavelength, bDx is the half-width of the Gaussian function and x0 is the initial
axial location of the perturbation. Right- and left-running waves with the same spectral content are propa-
gated here. The parameters of the two cases are:

1. right-running wave: � = 1, a = 10, b = 12, x0 = �30;
2. left-running wave: � = �1, a = 10, b = 12, x0 = 30.

The dominant wavelength aDx = 10Dx corresponds to a signal with 10 points per wavelength with respect
to the Dx mesh spacing and to a five points per wavelength wave with respect to the 2Dx mesh spacing. The
Mesh size change for the linear convection problems: (a) the domain is divided into two uniform grids of mesh size Dx and 2Dx,
) the Dx-mesh is stretched so that mesh size is equal to 2Dx at x = 0.
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Gaussian half-width is chosen so that the spectral content of the initial perturbation does not contain waves
discretized by less than four points per wavelength in the 2Dx-mesh. The solution is computed up to t = 60.
The optimized six-stage Runge–Kutta algorithm developed by Bogey and Bailly [4] is used for time integration
with a CFL = cDt/Dx number equal to 0.8. Two filtering strengths are tested: r = 0.2 and r = 0.8. Optimized
eleven-point finite-differences and selective filtering [4] are implemented to discretize the wave equation in the
regions where the grid is uniform. These centered schemes calculate accurately waves with at least four points
per wavelength. The matching eleven-point finite-differences and selective filters are finally applied to the buf-
fer regions between the uniform-mesh sub-domains.

The initial perturbations and the solutions computed at t = 60, for r = 0.2, are plotted in Figs. 8 and 9 for
the right- and the left-running waves, respectively. No notable dissipation nor dispersion appears to be gen-
erated when the wave crosses the buffer region. Indeed, after the buffer region, the computed wave shape fits
the exact solution very well in both right- and left-running cases. The solutions obtained at t = 60 for r = 0.8
are given in Fig. 10a for the right-running wave, and in Fig. 10b for the left-running wave. In both cases, the
computed wave is slightly dissipated, but it still remains in good agreement with the exact solution.

The problem is now solved using the same numerical procedure and the same mesh as above, but with the
following parameters for the initial perturbation: � = 1, a = 5, b = 12, x0 = �30. The filtering strength r is set
to 0.2. The initial perturbation, which is plotted in Fig. 11a, is a right-running wave discretized by five points
per wavelength on the Dx-mesh. It is thus well resolved by the numerical methods on the Dx-grid. However,
the wave contains only 2.5 points per wavelength on the 2Dx-mesh. As a result, it cannot be propagated accu-
rately in the coarse mesh and should be removed when it moves into the coarse grid region. The solution
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Fig. 8. (a) Initial perturbation, and (b) computed solution at t = 60 for the right-running wave for r = 0.2 (s exact solution). The arrow
shows the direction of propagation.
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Fig. 9. (a) Initial perturbation, and (b) computed solution at t = 60 for the left-running wave for r = 0.2 (s exact solution). The arrow
shows the direction of propagation.



−50 −25 0 25 50
−1

−0.5

0

0.5

1

u

x/Δx
−50 −25 0 25 50

−1

−0.5

0

0.5

1

u

x/Δx
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computed at t = 60 is shown in Fig. 11b. At t = 60, the wave, that should theoretically be observed at x/
Dx . 30 is found to be completely damped. It is also important to note that no spurious oscillations appears
to be produced at the mesh transition.

2.3.2. Comparison to grid stretching

A test case is now solved using either the matching schemes or grid stretching for the buffer region, in order
to compare the accuracy of the two methods. The convective wave Eq. (18) is solved with the initial pertur-
bation (19). The initial perturbation is a right-running wave, i.e. � = 1, placed at x0 = �100Dx. In a first cal-
culation, a uniform Dx-mesh and a uniform 2Dx-mesh are connected at x = 0 as shown in Fig. 7a. In this case,
the matching schemes developed in the present work are used in the buffer region, and the standard tenth-
order schemes are implemented in the regions of uniform grid. Two other calculations are performed using
grid stretching so that the mesh size equals exactly 2Dx at x = 0, as illustrated in Fig. 7b. The two stretching
rates r = 1.014 and r = 1.071 are used. The mesh transition is then built up over 50 points and 10 points,
respectively. The standard tenth-order finite-differences and selective filters are implemented in the regions
of uniform grid as well as in the region of stretched grid. In order to implement these schemes on the stretched
grids, a mapping to a uniform mesh is built up. Following Fletcher [21], the mesh metrics and the derivatives
of the variables are then computed with the same scheme. In all cases, the optimized six-stage Runge–Kutta
algorithm developed by Bogey and Bailly [4] is used for time integration with a CFL = cDt/Dx number equal
to 0.8, and the filtering strength is r = 0.2.



Table 7
Linear convection test case

Matching schemes 1.4% Stretching 7.1% Stretching

k = 10Dx 5.7 · 10�3 6.8 · 10�3 6.3 · 10�3

k = 12Dx 1.3 · 10�3 2.0 · 10�3 1.9 · 10�3

k = 16Dx 1.3 · 10�4 2.8 · 10�4 2.6 · 10�4

L2 errors obtained at t = 200 for various dominant wavelengths of the initial perturbations with respect to the Dx mesh spacing, for the
different mesh configurations.
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The test case is solved with b = 12, and a is successively set to 10, 12 and 16 so that the dominant wave-
length of the initial perturbation (19) corresponds to signals with five, six and eight points per wavelength
on the 2Dx-mesh. The solution is computed up to t = 200 and the error is given by the L2-norm defined as
L2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x>0ðu� ueÞ2P

x>0u2
e

s
; ð20Þ
where u and ue are, respectively, the computed and the exact vector solution. Note that the L2-norm is com-
puted using only the mesh points that are common to all the mesh configurations, i.e. those with a positive
abscissa.

The error is given in Table 7 at t = 200 for the different test cases. As expected, the error increases as the
number of points per wavelength decreases. The accuracy is especially shown to be higher using the matching
schemes for the three initial perturbations. For the perturbation with a dominant wavelength k = 16Dx, the
error using the matching schemes is for instance half that obtained for the two configurations with mesh
stretching. For k = 12Dx and k = 10Dx, the gain in accuracy due to the matching schemes is lower, but
remains around 30% for k = 12Dx and 10% for k = 10Dx. For the three initial perturbations, the numerical
errors of the stretched configurations are similar for the stretching rates r = 1.014 and r = 1.071. A higher
stretching rate implies larger numerical errors but these errors are introduced at a smaller number of mesh
points. These opposite trends may explain why the error remains fairly constant as the stretching rate varies.

3. Boundary schemes

3.1. Finite differences

On a uniform grid (xi), the spatial derivative of a function f can be approximated using a non-centered finite
difference scheme by
of
ox

� �
i

¼ 1

Dx

XQ

j¼�P

ajf ðxi þ jDxÞ; ð21Þ
where Dx is the mesh spacing and aj are the stencil coefficients. The approximation uses P points left to xi and
Q points right to xi. Applying Fourier transform in space to (21) yields the effective wave number k* of the
scheme
k�Dx ¼ �i
XQ

j¼�P

aje
ijkDx: ð22Þ
In the present work, following Tam and Webb [2] for instance, coefficients aj are determined to minimize the
phase error and the dissipation provided by the scheme, as discussed in Section 2.1. Note again that the
numerical error is imposed by the group velocity for non-harmonic problems. However, the phase and group
velocities are intimately related, and the present optimization performed on the effective wavenumber leads to
small errors on these two velocities.

First, to ensure a minimum order of accuracy, the terms of the Taylor series of (21) are canceled up to the
fourth order. Coefficients aj are then determined to minimize the integral error defined by



Table 8
Parameters a used in the development of the non-centered finite differences and selective filters

Seven-point finite differences FD06 FD15 FD24

a 0.25 0.5 0.5
Eleven-point finite differences FD010 FD19 FD28 FD37 FD46

a 0.9 0.9 0.5 0.5 0.5
Seven-point selective filters SF15 SF24

a 0.9 1
Eleven-point selective filters SF28 SF37 SF46

a 1 1 1

Table
Coeffic

a�2

a�1

a0

a1

a2

a3

a4

a5

a6
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Z p=2

p=16

ð1� aÞjkDx�Reðk�DxÞj þ ajImðk�DxÞj½ � dðkDxÞ
kDx

; ð23Þ
where the parameter a is chosen between 0 and 1 depending on the scheme. The aim is to provide homoge-
neous properties for the designed schemes, by balancing the errors due to dispersion and dissipation during
the optimization. Several values of a have been tested. A change in the value of a of the order of 0.1 was
noticed for instance to make the optimization algorithm converge toward a different solution. The values
of a used for the proposed schemes are given in Table 8. The bounds of the integral are arbitrarily chosen
to optimize the wave numbers between kDx = p/16 (32 by points per wavelength) and kDx = p/2 (4-point
per wavelength). Fourth-order seven- and eleven-point non-centered finite-difference schemes FDPQ have been
designed in this way. Their coefficients are given in Tables 9 and 10 and a sketch of the stencils for these
schemes is shown in Fig. 12.

The dispersion and dissipation properties of the seven-point finite differences are plotted in Figs. 13a and b,
respectively, as functions of kDx, in logarithmic scales. In the same way, those of the eleven-point finite dif-
ferences are shown in Figs. 13c and 13d, where the features of the eleven-point centered optimized finite dif-
ferences FD55 built by Bogey and Bailly [4] are reported for comparison. The dispersion errors
jkDx�Reðk�DxÞj=p of the non-centered schemes are lower than 5 · 10�3 up to about kDx = p/2.5, corre-
sponding to five points per wavelength. In particular, the dispersion of the eleven-point non-centered schemes
appears fairly similar to that of the centered scheme in Fig. 13c. In Figs. 13b and d, the amplification factors
e�Imðk�DxÞ of the non-centered schemes are nearly equal to 1 for wave numbers lower than kDx = p/2.5. The
amplitude of the corresponding waves are thus not significantly modified by these differentiation schemes.
On the contrary, grid-to-grid oscillations with kDx � p are either damped or amplified. Indeed, close to
kDx = p, we observe that eImðk�DxÞ < 1 and e�Imðk�DxÞ > 1, implying that left-running waves are amplified
and right-running waves are damped.

Criteria of accuracy based on half a percent error, jkDx�Reðk�DxÞj=p < 5� 10�3 and j1� eImðk�DxÞj <
5� 10�3, are introduced to illustrate, respectively, the dispersion and the dissipation errors. The accuracy lim-
its are given in Table 11 for the different eleven-point boundary schemes. Those of the centered optimized
finite differences are also provided for comparison. The non-centered schemes FD46 and FD37 have dispersion
limits close to four points per wavelength, which are similar to the limit of accuracy of the centered scheme.
9
ients of the seven-point non-centered finite differences

FD24 FD15 FD06

0.048264094108
�0.488255830845 �0.212932721951
�0.366015590723 �1.060320390770 �2.225833963270

1.048005455857 2.078926116439 4.827779580575
�0.289325926394 �1.287179452384 �5.001388453836

0.050392437692 0.685176395471 3.911103941646
�0.003064639693 �0.245320613994 �2.115267458633

0.041650667189 0.718882784412
�0.115276430895



Table 10
Coefficients of the eleven-point non-centered finite differences

i FD46 FD37 FD28 FD19 FD010

a�4 0.016756572303
a�3 �0.117478455239 �0.013277273810
a�2 0.411034935097 0.115976072920 0.057982271137
a�1 �1.130286765151 �0.617479187931 �0.536135360383 �0.180022054228
a0 0.341435872100 �0.274113948206 �0.264089548967 �1.237550583044 �2.391602219538
a1 0.556396830543 1.086208764655 0.917445877606 2.484731692990 5.832490322294
a2 �0.082525734207 �0.402951626982 �0.169688364841 �1.810320814061 �7.650218001182
a3 0.003565834658 0.131066986242 �0.029716326170 1.112990048440 7.907810563576
a4 0.001173034777 �0.028154858354 0.029681617641 �0.481086916514 �5.922599052629
a5 �0.000071772671 0.002596328316 �0.005222483773 0.126598690230 3.071037015445
a6 �0.000000352273 0.000128743150 �0.000118806260 �0.015510730165 �1.014956769726
a7 0.0 �0.000118806260 0.000021609059 0.170022256519
a8 �0.000020069730 0.000156447571 0.002819958377
a9 �0.000007390277 �0.004791009708
a10 �0.000013063429

Fig. 12. Stencils and names of the non-centered finite differences FDPQ and selective filters SFPQ.
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The schemes FD28, FD19 and FD010 are more asymmetric are thus more dispersive: their dispersion limits are
about five points per wavelength. As for the dissipation limits, they are about five points per wavelength for
the schemes FD46, FD37, FD28 and FD19, ranging from k/Dx = 4.30 for the FD37 scheme up to k/Dx = 6.87 for
the FD19 scheme. Dispersion limit of the off-centered finite differences FD010 is about 10 points per wavelength.
This scheme is nevertheless used at only one mesh point and the overall accuracy of the eleven-point non-cen-
tered schemes is thus set to five points per wavelength.

The present limits of accuracy in dispersion and dissipation demonstrate that non-centered eleven-point
finite differences resolve accurately waves with at least five points per wavelength. Smaller wavelengths, which
might lead to instabilities when they are amplified, must be removed by selective filtering.

3.2. Selective filters

Non-centered selective filtering of a function f can be processed on a uniform grid (xi) so that
f dðxiÞ ¼ f ðxiÞ � r
XQ

j¼�P

djf ðxi þ jDxÞ; ð24Þ
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Fig. 13. Boundary finite differences. (a) Dispersion, and (b) dissipation of the seven-point schemes: FD24, FD15,
FD06; (c) dispersion, and (d) dissipation of the eleven-point schemes, as functions of the wave number kDx: � � � FD55, — FD46,
FD37, FD28, FD19, ––– FD010.

Table 11
Dispersion and dissipation limits of the eleven-point non-centered finite differences, in points per wavelength k/Dx = 2p/kDx

Dispersion jkDx�Reðk�DxÞj=p < 5� 10�3 Dissipation j1� eImðk�DxÞj < 5� 10�3

k/Dx k/Dx

FD55 3.51 0

FD46 3.77 4.46
FD37 3.82 4.30
FD28 5.15 6.04
FD19 4.60 6.87
FD010 5.59 10.12
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where f d is the filtered function, Dx is the mesh spacing, dj are the coefficients of the filter, and r is a constant
taken between 0 and 1 defining the filtering strength. To design the filter and to investigate its properties, r is
chosen to be equal to 1, its maximum value. Consider the Fourier transform in space of (24) to compute the
transfer function of the filtering:
GðkDxÞ ¼ 1�
XQ

j¼�P

dje
ijkDx: ð25Þ
The filter is made of second order by imposing G(p) = 0, and GðkÞ ¼ 1þ OðkDx2Þ with a Taylor expansion as
kDx! 0. Standard explicit non-centered filters, designed by maximizing the formal order as kDx! 0, are
unstable [16]. Therefore, in the present work, the coefficients dj of the filters are determined so that



Table
Coeffic

d�2

d�1

d0

d1

d2

d3

d4

d5

Table
Coeffic

i

d�4

d�3

d�2

d�1

d0

d1

d2

d3

d4

d5

d6

d7

d8
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jGðkDxÞj < 1; for kDx > 0 ð26Þ

in order to ensure stability. The coefficients dj are optimized in the spectral space by minimizing the following
integral error:
Z p=2

p=16

½ð1� aÞj1� GðkDxÞj þ aj/GðkDxÞj� dðkDxÞ
kDx

ð27Þ
where /G is the argument of the frequency response function and the constant a is taken between 0 and 1
depending on the filters. This parameter a, whose values are given in Table 8, is chosen to balance the empha-
sis put on dispersion and on dissipation during the optimization process. The optimization procedure shows a
sensitivity to a similar to that observed during the optimization of the finite differences in Section 3.1. The
integral error is calculated on the interval corresponding to the wave numbers to be optimized:
p/16 6 kDx 6 p/2. In this work, second-order seven- and eleven-point optimized non-centered selective filters
have been designed. Their coefficients are given in Tables 12 and 13 and the filter names are defined in the same
way as finite difference names, i.e. SFPQ as shown in Fig. 12. The present optimization failed in providing com-
pletely off-centered filters involving seven and eleven points. However, a four-point stencil filter will be pro-
posed at the end of the present subsection. Moreover, the optimization yields an eleven-point filter SF19

introducing excessive dissipation over a large range of wavelengths. A seven-point filter SF15 will be therefore
used instead of SF19.

The amount of dissipation 1 � jG(kDx)j and the phase error j/G(kDx)j of the seven-point and the eleven-
point filters are presented in Figs. 14a and b, and in Figs. 14c and d, in logarithmic scales as functions of kDx.
For comparison, the features of the eleven-point centered optimized filter of Bogey and Bailly [4] are also plot-
ted in Fig. 14c. As shown in Figs. 14a and c, the low wave numbers are not significantly damped. The amount
of dissipation is indeed lower than 5 · 10�3 up to about kDx = p/2.5, i.e. for five points per wavelength, for all
12
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Fig. 14. Boundary selective filters. (a) Amount of dissipation, and (b) phase of the seven-point schemes: SF24, SF15; (c)
amount of dissipation, and (d) phase of the eleven-point schemes, as functions of the wave number kDx: � � � SF55, — SF46, SF37,

SF28.
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the non-centered filters except for the seven-point filter SF15 which is slightly more dissipative. The amount of
dissipation provided by this filter SF15 remains however close to 5 · 10�3 for wave numbers such that
p/16 6 kDx 6 p/2.5. For all the filters, the amount of dissipation is important for waves with kDx � p, in
order to remove grid-to-grid oscillations. The phase errors, plotted in Figs. 14b and d for the different filters,
are shown to be lower than 5 · 10�3 up to about kDx < p/2.5, i.e. down to five points per wavelength. For
higher wave numbers, kDx � p, the phase errors become significant but these high-frequency waves are
damped.

The filter properties are reported in Table 14. Limits of accuracy in amplitude and in phase are estimated
using the criteria 1 � jG(kDx)j < 5 · 10�3 and j/G(kDx)j/p < 5 · 10�3. The dissipation limits of the filters SF46,
SF37 and SF28 range from four to six points per wavelength. The filter SF15 is more dissipative with a limit of 14
points per wavelength, but it is used only at one mesh point and its amount of dissipation is close to 5 · 10�3
Table 14
Dissipation and phase error limits of the eleven-point non-centered selective filters, in points per wavelength k/Dx = 2p/kDx

Dissipation 1 � jG(kDx)j < 5 · 10�3 Phase error j/G(kDx)j/p < 5 · 10�3

k/Dx k/Dx

SF55 4.00 0
SF46 4.34 2.12
SF37 5.91 5.51
SF28 4.80 7.33
SF15 14.82 7.25



J. Berland et al. / Journal of Computational Physics 224 (2007) 637–662 655
for kDx 6 p/3 as shown in Fig. 14a. The accuracy limit in phase of the filter SF46, whose stencil is very weakly
asymmetric, is close to two points per wavelength. For the filter SF37, the limit of accuracy in phase is about
five points per wavelength, while it is close to seven points per wavelength for the schemes SF28 and SF15. The
overall accuracy limit may nevertheless be set to five points per wavelength as the non-centered schemes are
implemented on a small number of mesh points.

From a practical point of view, completely off-centered selective filters are needed to avoid numerical insta-
bilities for realistic flow configurations. The optimization process described above provided off-centered seven-
and eleven-point filters displaying excessive damping. A second-order four-point filter, denoted by SF03, has
nevertheless been designed by putting emphasis only on the amplitude accuracy during optimization. Its coef-
ficients are provided in Table 15. The filter properties in the Fourier space are presented in Fig. 15. As shown
by the dispersion error in Fig. 15b, the filter is less accurate in phase with respect to the other boundary filters.
The amplitude accuracy is similar to the accuracy of the other non-centered filters. The amount of dissipation,
plotted in Fig. 15a, is indeed lower than 5 · 10�3 up to wave numbers about kDx = p/2.5. The accuracy limit
in amplitude based on the criterion 1 � jG(kDx)j < 5 · 10�3 yields for instance k/Dx = 5.41, corresponding to
waves with about five points per wavelength. For small wave numbers, the amount of dissipation of the wall
filter is however one order of magnitude larger with respect to the other boundary filters. Therefore, in what
follows, it will be applied with a filtering strength 10 times lower than the other filters.

3.3. One-dimensional propagation problem

A linear acoustic problem is considered by the solving the dimensionless equation:
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on a domain extending from x = �50 to x = 50 and discretized by a uniform grid with Dx = 1. Wall boundary
conditions are enforced at the boundaries of the computation domain, i.e.
Fig. 16
the wa
op
ox
¼ 0 at x ¼ �50: ð29Þ
Numerically, op/ox is set to zero at the boundaries and ou/ox is computed using the interior points.
The following initial disturbance is defined at t = 0:
u ¼ 0;

p ¼ cos 2px
aDx


 �
exp � lnð2Þ x

bDx


 �2
h i(

ð30Þ
with a = 8 and b = 12. It is plotted in Fig. 16a, and Fig. 16b shows the normalized power spectral density of
the initial perturbation. The initial perturbation is a wave with a dominant component discretized by eight
points per wavelength.

The system of equations (28) is solved up to time t = 200. At this time position, each part of the initial dis-
turbance, the left-running and the right-running part, merges after two reflections into a wave identical to the
initial perturbation. Time integration is performed using an optimized six-stage Runge–Kutta algorithm [4],
and the eleven-point optimized finite differences and selective filtering of Bogey and Bailly [4] are used for cen-
tered spatial derivatives. The CFL number is set to 0.8, i.e. Dt = 0.8. Two filtering strengths, r = 0.2 and
r = 0.8, are used. The problem is first solved with centered schemes at the boundaries. The centered finite dif-
ferences and selective filters are the standard schemes whose coefficients are computed by maximizing the
order of accuracy. At the last point of the computational domain, centered schemes can no longer be used
and a two-point off-centered stencil is implemented here. A sketch of the schemes is provided in Fig. 17.
The boundary schemes and filters are then progressively introduced to illustrate their respective accuracy.
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Fig. 17. Stencils and names of the centered finite differences and filters and of the off-centered finite differences FD01.
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One should notice that in these calculations, no completely off-centered filtering is used at the first and last
point of the computational domain. Finally, the error is computed with the L2-norm as
L2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðp � peÞ

2P
p2

e

s
; ð31Þ
where p and pe are, respectively, the computed and the exact vector solution. Note that better results are ex-
pected using the non-centered optimized large-stencil schemes than the centered schemes reduced to second-
order near the boundaries. Stable explicit decentered filters are however not available in the literature for large
stencils, and a direct comparison with an alternative similar method is therefore difficult. A robust formulation
involving an explicit filtering is however required for practical applications where Navier–Stokes equations
with wall boundary conditions are solved. It will be shown by this test case and the one shown in the next
section, that the present boundary schemes and filters are capable of preserving acoustics during such
simulations.

Computed solutions are plotted in Fig. 18. Figs. 18(1)a and (1)b show the solutions obtained using only
centered finite differences and filters. The waves are seen to be here strongly damped, both for the filtering
strengths r = 0.2 and r = 0.8. In Figs. 18(2)a and (2)b, the centered schemes FD01, FD11 and SF11 are
replaced by the non-centered schemes FD010, FD19 and SF15. The computed solutions are then in good agree-
ment with the exact solution. We can however notice that, unlike the solution computed with r = 0.2 in
Fig. 18(2)a, the solution computed with r = 0.8 in Fig. 18(2)b is slightly damped. Finally the solutions
obtained using only the non-centered schemes and filters at the boundaries are presented in Figs. 18(3)a
and (3)b. In this case, increasing filtering strength from r = 0.2 (Fig. 18(3)a) to r = 0.8 (Fig. 18(3)b) does
not significantly affect the solution amplitude. The filtering strength is thus shown to have very little influ-
ence on the resolved wave numbers.

The error is reported in Table 16 for various configurations of finite differences and selective filters. From
left to right columns, the centered schemes and filters are progressively replaced by the non-centered
schemes. The use of only centered schemes except FD01 or FD010 at the final point generates a significant
error which rises as the filtering strength is increased, as shown in the two leftmost columns. Moreover,
substituting finite differences FD01 by finite differences FD010 appears not to produce a notable improvement
of accuracy, which suggests that the main part of errors is due to the centered schemes. When the schemes
FD19 and SF15 are introduced, instead of FD11 and SF11, the gain in accuracy is important. In this case, the
errors are found to decrease by about one order of magnitude for r = 0.2 and for r = 0.8 (third column
from the left). When the non-centered schemes FD28 and SF28 are then also implemented, the errors are sim-
ilar to those of the former configuration (fourth column from the left). When the schemes FD37 and SF37 are
introduced instead of FD33 and SF33, the error is divided roughly by three for r = 0.2 and by two for r = 0.8
(fifth column from the left). There is no further appreciable change when the schemes FD46 and SF46 are also
implemented (rightmost column). Finally, in the present test case, using the non-centered schemes instead of
the centered schemes at the boundaries improves the accuracy by one order of magnitude both for r = 0.2
and for r = 0.8.

The test case is now solved using the off-centered filter SF03 at the first and last point of the computational
domain. The other boundary points are treated using the eleven-point boundary filters and finite difference
schemes as in Figs. 18(3)a and 18(3)b. In practical configurations, the filter SF03 is implemented for stability
purposes only. According to Fig. 15a, for kDx < p/2.5, the amount of dissipation of the off-centered filter is
one order of magnitude larger compared to the dissipation of the eleven-point centered filter SF55. Thus, to
avoid extra-damping of the perturbations, the filtering strength used for the filter SF03, referred to as rw, is
chosen to be 10 times lower than the filtering strength r used at the other mesh points. Two computations
are performed here: one using r = 0.2, and the other with r = 0.8, yielding respectively rw = 0.02 and
rw = 0.08 for the wall filtering. The results are plotted in Fig. 19a for r = 0.2, and in Fig. 19b for r = 0.8.
For r = 0.2, the calculated perturbation fits very well the exact solution. The solution provided for r = 0.8
in Fig. 19b is still in good agreement with the exact solution. The dissipation is low and the accuracy is of
the same order to that of the solution in Fig. 18(3)b, which is obtained for r = 0.8 using the boundary schemes
and without the off-centered filter.
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3.4. Scattering of sound waves by a cylinder

A two-dimensional test case, extracted from the Second Computational Aeroacoustics Workshop [22], is
finally used to give a practical illustration of the influence of the numerical schemes used near solid boundaries
on the overall quality of simulation results. In this test case, a periodic acoustic source is scattered by a circular
cylinder of diameter D = 1 placed at the origin. The source is given by
Fig. 18
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Table 16
Reflection test problem

FD44 and SF44 FD44 and SF44 FD44 and SF44 FD44 and SF44 FD44 ans SF44 FD46 and SF46

FD33 and SF33 FD33 and SF33 FD33 and SF33 FD33 and SF33 FD37 and SF37 FD37 and SF37

FD22 and SF22 FD22 and SF22 FD22 and SF22 FD28 and SF28 FD28 and SF28 FD28 and SF28

FD11 and SF11 FD11 and SF11 FD19 and SF15 FD19 and SF15 FD19 and SF15 FD19 and SF15

FD01 FD010 FD010 FD010 FD010 FD010

r = 0.2 0.53 0.35 0.02 0.03 0.01 0.01
r = 0.8 0.72 0.85 0.10 0.10 0.06 0.05

L2 error for various finite-difference and selective-filter configurations at the domain boundaries. Leftmost column: use of the centered
schemes except FD01 at the wall point; rightmost column: use of the non-centered schemes at the boundary points; from left to right: non-
centered schemes are progressively used instead of the centered schemes. The optimized non-centered schemes are represented in bold.
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with xc = 4D, yc = 0, x = 8p, and the Gaussian half-width of the source b = 0.2. A complex diffraction pattern
is generated by this setup, and both high computational accuracy and high stability are necessary to match the
analytical directivity pattern of the scattered acoustic field. As an illustration, Fig. 20a shows an instantaneous
view of the sound field around the cylinder. It should be noted that although the original test case was pub-
lished for the linearized Euler equations, the full nonlinear Euler equations in curvilinear coordinates are re-
solved in this work, as detailed in [17].

The test case is resolved with two different boundary implementations, on identical cylindrical grids. In all
simulations, the free field zone is solved with the explicit centered eleven-point finite differences and filters of
Bogey and Bailly [4], and the radial spacing is fixed to eight points per wavelength. A six-stage low-storage
optimized Runge–Kutta scheme [4] is used for time integration. The computational grid is composed of
280 points in the radial direction and 720 points in the azimuthal direction. The large number of points in
the latter direction is imposed by the geometry of the test case. Indeed, the 720 points give an azimuthal dis-
cretization of just over 7 points per wavelength at the source, because of the relatively large distance of 4D

separating the source from the cylinder. In the first wall approach, the radial direction in the near-cylinder
zone is resolved with centered finite differences and filters of progressively smaller stencil size, except for
the wall points where two-point finite differences and filters are used. The second approach makes use of
the non-centered optimized schemes proposed in Sections 3.1 and 3.2, including the off-centered filter SF03.

The two different wall implementations are tested with two filtering strength configurations: r = 0.2 and
r = 0.8. In both cases, the filtering strength at the wall points is set to r/10. Figs. 21a and b show the direc-
tivities D ¼ rp02 as a function of the angle h between 90� and 180�, at a distance of r/D = 7.5 from the origin,
resulting from the computations performed with r = 0.2. The directivity computed with the centered bound-
ary treatment deviates noticeably from the analytical solution. The rms values obtained with the centered
schemes, shown in Fig. 21a, are notably lower than those given by the analytical solution, indicating that
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optimized non-centered wall schemes for a filtering strength of r = 0.2. The filtering strength at the wall is r/10.
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the additional dissipation introduced by the wall treatment has a strong impact on the far-field pressure level.
Moreover, the oscillations in the directivity are much less pronounced. This can be explained by noting that
the undesirable dissipation induced by the centered filters affects only the scattered field and not the direct
acoustic field, thus reducing the effects of interference between the two fields on the directivity. Finally, the
locations of the directivity peaks are strongly shifted, due to the high dispersion introduced by the low-order
centered finite differences. The optimized non-centered schemes, on the other hand, give results that match the
analytical solution very well in Fig. 21b. Indeed, the relative error on the computed directivity remains under
1%. A close-up view of the pressure field around the cylinder, generated with the non-centered optimized
schemes, can also be seen in Fig. 20b, showing the absence of spurious oscillations which are often generated
by high-order solid boundary conditions.

The results of the two simulations with the stronger filtering value of r = 0.8, shown in Figs. 22a and b,
demonstrate the advantages of the optimized schemes proposed in this work over the standard centered
approach. The results obtained with the optimized schemes, presented in Fig. 22b, are indeed almost identical
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to those obtained with the smaller filtering strength. The very slightly lower rms values obtained with r = 0.8
can at least partly be attributed to the dissipation inherent – albeit very low – to the centered eleven-point filter
used in the free-field region. Indeed, the time spent by each wavefront in the near-cylinder region is very small
compared to its free-field propagation time. The results obtained with the centered approach suffer much more
from the increase in the filtering strength, as is illustrated by Fig. 22a. The rms directivity is strongly attenu-
ated, and the oscillations in the directivity are further reduced. The centered filters are not sufficiently selective,
and thus they dissipate the physical waves as well as the spurious numerical oscillations generated by the wall
boundary condition.

This test case provides a good illustration of the role played by the numerical schemes used to resolve a
solid boundary condition. Standard centered finite differences are shown here to lead to unsatisfactory results,
and the unduly high dissipation on long wavelengths imposed by the standard centered filters is also shown to
have a considerable impact on the quality of the computational results. The non-centered optimized finite dif-
ferences and filters proposed in this work exhibit neither of these undesirable aspects, and give results in excel-
lent agreement with the analytical solution.

4. Conclusion

Explicit schemes have been proposed for local features of the computational domain. High-order finite dif-
ferences and selective filters permitting waves to travel from uniform Dx-mesh to uniform 2Dx-mesh have first
been designed. The analysis of dispersion and dissipation properties and the evaluation of accuracy limits
demonstrated that these schemes resolve accurately waves with at least five points per wavelength. They
can be useful for instance to compute the far-field propagation of sound waves generated by turbulent flows.
Non-centered finite differences and selective filters for boundary conditions have also been designed by min-
imizing their dispersion and dissipation errors. These schemes are highly accurate for waves with at least five
points per wavelength. For reflection test problems, they provided results showing the spectacular improve-
ment of precision with respect to the centered schemes. A test case involving acoustic scattering around a cyl-
inder demonstrated in particular the ability of these boundary schemes to yield an accurate solution for a
complex configuration.
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