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Acoustic recordings of artillery shots feature the signatures of the shot’s muzzle, projectile, and

impact waves modulated by the environment. This study aims at improving the sensing of such shots

using a set of synchronous acoustic sensors distributed over a 1 km2 area. It uses the time matching

approach, which is based on finding the best match between the observed and pre-calculated times

of arrivals of the various waves at each sensor. The pre-calculations introduced here account for the

complex acoustic source with a 6-degrees-of-freedom ballistic trajectory model, and for the propaga-

tion channel with a wavefront-tracking acoustic model including meteorological and terrain effects.

The approach is demonstrated using three recordings of artillery shots measured by sensors which

are more than 10 km from the point of fire and distributed at several hundred meters away from and

around the target points. Using only the impact wave, it locates the impact point with an error of a

few meters. Processing the muzzle and impact and projectile waves enables the estimation of the

weapon’s position with a 1 km error. Sensitivities of the localization method to various factors such

as the number of sensors, atmospheric data, and the number of processed waves are discussed.
VC 2019 Acoustical Society of America. https://doi.org/10.1121/1.5138927
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I. INTRODUCTION

Localization of artillery shots brutally became of concern

in 1914.1 Being passive, all-weather, discrete, and non-line-

of-sight, acoustic sensing was investigated with great hopes—

and at first poor successes. The shells had only recently

become supersonic, and even trained listeners could not dif-

ferentiate the snaps belonging to the muzzle blast from those

coming from the ballistic shock wave emitted along the tra-

jectory by the supersonic projectile, which resulted in haphaz-

ard localizations. The discovery of infrasounds in artillery by

Esclangon2 led to the invention of manometers specifically

designed for the characteristic slow oscillations of the muzzle

blast. Times of Arrival (TOAs) could be reliably ascribed to

the muzzle blast and the shock wave of the supersonic projec-

tile was discarded. The localization itself was entrusted to a

team of expert computers that could locate the sound source

from the muzzle wave TOAs within a few minutes.

Since then, detection and classification procedures have

been improved and largely automatized,3 sensors are much

more sensitive, and wireless communications allow fast

system deployments over broad areas.4 Determination of

bearings from TOAs by synchronous pairs of sensors1 turned

into cross-bearings determined from multiple asynchronous

arrays of synchronous sensors.4,5 Yet the localization itself

has not changed much and is still based on the muzzle blast.

The ballistic shock wave is often not even mentioned in

recent articles.

Achieving a bearing from an array is relatively straight-

forward for loud impulse sounds, whatever the distance

between the array and the sound source. For ranging, though,

this geometry remains a stringent constraint.6–9 Following,

e.g., Thompson and Durfee,6 the ratio r¼ l/L is introduced,

where l is the characteristic size of the sensors array and L the

source-array distance. Achieving accurate ranging is usually

thought to require a large baseline array, i.e., with r � 1.4–7

Conversely, ranging artillery sounds in the case r � 1 (small

baseline array) has never been demonstrated.

Depending on the range, the atmosphere, the ground,

possible obstacles (woods, buildings, hills…), refraction10 or

air absorption,11 the various waves emitted by and during a

shot may undergo such alterations as to become hardly rec-

ognizable. The type and amount of explosive charge in the

shell dramatically alter the impact acoustic signature and

possibly the directionality of the explosion. The ballistic

shock wave and later multipath arrivals, emitted along the

trajectory because of the initial supersonic velocity, may be

seen as a large amplitude, broadband signal that lasts for

more than one second and tends to drown out all the signals

recorded in that interval. The recorded number of arrivals

and their order depend on the shot configuration, the
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obstacles, and the atmospheric wind and sound speed gra-

dients. The projectile trajectory itself is affected by the envi-

ronment since most aerodynamic coefficients depend on the

Mach number, which is a function of the local sound speed

and wind. Localization performance is affected, sometimes

critically.12

In recent years, the matching method for localization of

point sources in complex, known environments has been

developed.13 This method consists of pre-computing a data-

base of acoustic features at each microphone for all possible

source positions. The pre-calculation factors in the full com-

plexity of the propagation channel. The source position is

estimated by determining, from the database, the source posi-

tion for which the predicted acoustic features at each micro-

phone best match the measurements. Among all the acoustic

features of operational interest (frequency spectra, temporal

signals, directions of arrival, or times of arrival13,14), TOAs

are the most robust ones. This makes it practical to work on

TOAs, and the method can then be referred to as time match-

ing. Note that the actual quantities of interest are the differ-

ences in TOAs (DTOAs). Following Cheinet et al.,13,14 the

denomination TOA is, however, kept to avoid confusion with

so-called DTOA methods, which refer to estimating a direc-

tion of arrival from pairs of sensors, or to computing the time

delay between the arrival of the muzzle blast and ballistic

shock wave at each sensor or between the arrival of the bal-

listic shock wave at each pair of sensors.1,3–9,15

This paper extends the matching approach to isolated

artillery shots by building a numerical database of TOAs of

the impact signal, ballistic shock wave, and muzzle blast

through coupled ballistic–acoustic simulations. The ballistic

model parameters and the atmospheric data are assumed to

be known. It investigates whether the resulting processing,

accounting for the complex artillery sound source and propa-

gation effects in a consistent way, is able to locate the impact

point and the weapon. The paper is organised as follows.

Section II introduces the matching approach and the acoustic

model. Section III applies the approach to point source local-

ization for sources within the sensor array using the impact

wave only (impact point localization) or far away from the

array using the muzzle blast only (gun localization). Section

IV includes the ballistic shock wave and the ballistics of the

projectile in the processing. Section V discusses the sensitiv-

ities of the approach to various factors such as atmospheric

data, the number of sensors, and the number of processed

waves. Section VI provides a conclusion.

II. MATCHING AND MARCHING APPROACH

A. Matching localization of point sources

The principle of the time matching approach for point

source localization13,14 is here briefly recalled. The domain

of interest is first discretized in a three-dimensional (3D)

mesh. Each element of the mesh, of index j, can be thought

of as a possible source location. For each source location, a

numerical simulation of an impulse sound propagation is

performed, from which the TOA is calculated at each sensor

(index imic, imic¼ 1…N, with N the number of sensors). The

overall procedure produces the TOA database (timic,j
). In

practice, the simulations may be run from each sensor to all

mesh points, which reduces the number of simulations down

to N and thus the computation time.

Upon detection of an event, the TOA t̂ imic
is obtained

(the hat standing for observations). Let i0, 16 i06N, denote

the index of a reference microphone, taken as, e.g., the sen-

sor of first signal arrival. Let Dtimic;j ¼ timic;j � ti0;j denote the

predicted differential TOA of the signal at microphones imic

and i0, emitted by the source at location j, and define

D̂imic
¼ t̂imic

� t̂i0 . When the source location j is the actual

source position, Dtimic;j ’ D̂timic
for all imic. Let us define the

cost function13,14

Ej ¼
XN

imic ¼ 1

imic 6¼ i0

ðD̂timic
� Dtimic;jÞ

2: (1)

Let us define the localization index Cj ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ej=ðN � 1Þ

p
.

Cj is highest where the predicted TOAs match the measured

ones in a least-square sense. It is our basic localization metrics.

The simplest way of calculating the TOAs is an analytical

model time¼ distance/sound speed, assuming line-of-sight

and homogeneous atmosphere. In this case, the time matching

approach reduces to a simple multi-lateration method based on

TOAs. One key aspect of the matching approach is that the

propagation modeling in the preparatory step may account for

the effects of the propagation channel on the TOAs. For urban

environments, Cheinet et al.13,14 use a 3D solver based on the

finite-difference time-domain method (FDTD). Such a solver

is very general and can handle non-line-of-sight propagation

and inhomogeneous atmospheres. However, the full time-

dependent pressure field is computed with the FDTD, which

is both computationally demanding and unnecessary in the

context of Eq. (1)—only the signal TOA is useful. In the

remainder of this section, another TOA calculation approach is

introduced, namely, a 3D interface-tracking solver. It applies

to the same propagation media as the FDTD but restricts to

TOA calculations and is thus much faster.

B. Interface tracking

Let us consider a sound wave propagating in an arbitrary

medium. In a frame moving with the medium, the apparent

wavefront velocity at point x and time t is cðx; tÞnðx; tÞ,
where n is the normal to the wavefront and

cðx; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cRTðx; tÞð1þ ahðx; tÞÞ

p

is the time-dependent local sound speed, where c ¼ 1:4 is the

specific heat ratio, R¼ 287.05 J/kg/K the specific gas constant,

T and h the local temperature and specific humidity16 (in

kg�kg�1), and a ¼ 0:511. In a frame at rest, it becomes

ceff ðx; tÞ ¼ cðx; tÞnðx; tÞ þ vðx; tÞ; (2)

where v is the local velocity of the fluid. Let P be a point on

the wavefront t ¼ FðxÞ and let xPðtÞ be its position at time t.
P remains on the wavefront if
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dxP

dt
¼ ceff ðxP; tÞ: (3)

This equation completely describes the wavefront completely,

but the presence of n makes it difficult to use for proper

computations. The position of P at time t þ dt is xPðtþ dtÞ
� xPðtÞ þ _xPðtÞdt, and one has tþ dt � FðxPÞ þ _xPdt � rF.

Since t ¼ FðxPÞ, one has _xP � rF ¼ 1. Besides, rFðxPÞ is

normal to the surface t ¼ FðxÞ and therefore collinear with n.

With rF ¼ jjrFjjn, Eq. (3) becomes

jjrFjjðcþ n � vÞ ¼ 1: (4)

Equation (4) may lead to the ray equations and subsequent

TOA calculations when integrated along a ray (see, e.g., Ref.

17, Sec. 8.1). Alternatively, wavefront approaches use Eq.

(4) to propagate the wavefront through the medium, so that

TOAs are obtained at every point of the meshed domain.

These wavefront methods come in several flavors, based on

the Huygens principle. Shortest path methods draw upon

graph theory,18–20 while finite-difference approaches com-

pute the continuous wavefront surface.21,22 Among the latter,

Sethian et al.23 have developed an Eulerian solver, called the

Fast-Marching method.

C. Acoustic model

In this study, the used solver of Eq. (4) is based on the

model of Sethian and Vladimirsky.24 This choice is motivated

by the generality of their formulation. It addresses general

anisotropic problems, where the wavefront propagation

depends not only on the position of the front, but also on the

direction of propagation,23,24 e.g., due to wind in atmospheric

acoustics, or to currents in underwater acoustics. This approach

readily applies to seismic acoustics,25,26 underwater acous-

tics,27 and other applications such as signal denoising or path-

planning. The model of Sethian and Vladimirsky is developed

for two-dimensional (2D) unstructured meshes. Our implemen-

tation extends it to 3D media and uses a Cartesian grid.

Anisotropy is accounted for by a retroaction loop28 and the

implementation of Yatziv et al.29 is retained for its efficiency.

The present implementation is hereafter referred to as the IFM

(Institute Saint-Louis Fast-Marching Model). The IFM propa-

gates the interface of a “known” subdomain in an “unknown”

domain (Fig. 1). The algorithm starts from an initial “known”

subdomain, e.g., a single point for an acoustic point source.

The interface between the “known” and the “unknown” parts,

which is the set of points at the boundary of the “known”

domain, is then updated as follows: find the point with the

smallest TOA in the interface, move it to the “known” domain,

compute its neighbors’ TOAs and add them to the interface.

The TOAs are computed from the “known” points by means

of Eq. (4). The algorithm stops when all points are “known.”

For validation purposes, a comparison between the interface

propagation of the IFM and a FDTD solver for the linearized

Euler equations30 is shown in Fig. 2 for a wave emitted by a

point source in a medium with strong sound speed contrasts

(300–400 m/s) and some reflective and diffractive obstacles.

The resulting pressure field is displayed for five different snap-

shots. Superposed is the wavefront as computed with the IFM.

The match is very good, including both in areas with (de)focus-

ing and behind obstacles, where only diffracted waves can

propagate and classical ray approach is not applicable. The

computation time is on the order of 5 min on a 4 CPUs com-

puter for the time domain simulation, against about one second

on 1 CPU for the IFM on the same grid. As Fig. 2 highlights,

however, the speedup is at the expense of all information

regarding the pressure time series. The IFM predicts exclu-

sively the TOA of the first wavefront to arrive. More extensive

discussions on the numerical errors of the Fast-Marching

method may be found in the literature.25 The errors are well-

below the uncertainty levels of the TOA estimation in the

experimental data. Note that ground reflections do not need to

be modeled, since they necessarily arrive after the first TOAs

computed by the IFM. In summary, the localization steps are

(i) the preparatory TOA determination with IFM in the known,

complex environment, then (ii) a minimization of Eq. (1) using

the observed TOAs. The method is hereafter referred to as

matching-and-marching approach, as it combines the time

matching principle with the fast-marching propagation model.

III. APPLICATION TO POINT SOURCE LOCALIZATION

The point source localization approach outlined in

Sec. II A is now tested for the impact’s wave and the weapon’s

muzzle blast taken separately. The analysis is based on an

experimental dataset of three artillery shots. For each shot,

the weapon, impact and microphone positions, as well as

FIG. 1. (Color online) Algorithm’s principle. The “known” TOA domain is the filled area, the small gray disks and the dark line represent the current interface.

The point with the smallest TOA is picked from the interface. The local direction of propagation is given by the gradient to the interface (arrows), with finite

difference schemes of first (“1”) or second (“2”) order. The neighbor points (“N”) are added to the interface (dashed line) with their estimated TOA.
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the projectile’s muzzle velocity and the elevation and azi-

muth angles of the barrel were observed. The shots took

place between 15 and 16 h on June 7, 2011, at Meppen

Proving Ground, North West Germany. Synchronous

acoustic data from N¼ 6 microphones were recorded.

They are located about 13 km away from the weapon, and

at distances between 100 and 1000 m from the impact

points. For such distances, the assumption of point source

emission is deemed to be valid for the muzzle blast. It

should also be applicable to the impact explosion if the

sounds emitted by supersonic fragments of the shell or of

the ground are negligible compared to or indistinguishable

from the explosion blast itself.

The acoustic recordings are shown on Figs. 3(a)–3(c).

For each of the three shots, the first wave arriving at each

sensor is the ballistic shock wave, which has a rise time of a

few samples, followed by a high frequency content tail.

Then comes either the impact wave (shot 1 and 2) or the

muzzle blast (shot 3), depending on the shot configuration.

The muzzle blast is a low frequency wave, its high frequency

content being lost due to atmospheric absorption. For each

recorded shot, the muzzle blast is followed by a second

arrival [Fig. 3(d)]. It is presumed that the latter is due to the

refraction by inversions in atmospheric temperature and

wind along the shot axis [see also Fig. 7(a) below, at a height

of around 2 km]. The impact signal is generated as the pro-

jectile hits the ground close to the sensor array. As illustrated

by Fig. 3(d), the signature of the impact explosion varies

more markedly from microphone to microphone than the

ballistic shock wave and muzzle blast arrivals. Besides a

possible anisotropy of the explosion, the near-field pressure

signal may undergo various propagation conditions from the

impact point to the various sensors:10 favorable vs unfavor-

able wind, close range vs far away from the sensor.

The sampling frequency of the microphones used in this

study is 1 kHz, which is deemed sufficient for artillery guns

sound signals. The arrivals are classified from visual inspec-

tion (Fig. 3), and the TOAs are determined as the times at

which the acoustic pressure first reaches pmax/10, where pmax

is the first pressure peak in the considered arrival. Here, the

actual TOA measurement error is always smaller than the

rise time of the signal, which ranges between 1 ms (ballistic

shock waves) and 50 ms (muzzle blast, shot 3).

A. Localization of the impact point

The matching-and-marching approach is now applied to

test localization of the impact explosion based on the impact

TOAs only. The observed impact points are within or close

to the sensors array, so that for these sound sources, the array

is with r � 1 (Sec. I). For the TOA precalculations, the IFM

domain is of size 1.6 km� 1.6 km� 0.2 km, and the model

is run with a Cartesian grid of step 5 m in all directions. The

temperature profile is derived from the standard atmosphere

model31 (see Fig. 7), with a ground temperature of 16 �C,

without wind. The TOA database calculation takes less than

5 min on a single CPU. The domain is meshed in 3D, but

hereafter only ground level localization maps are shown.

The localization results are gathered in Table I. The

errors are on the order of 5 m. This uncertainty is on the

order of the model grid spacing. It is also on the order of the

spatial uncertainty resulting from the TOA estimation inac-

curacies. Furthermore, the explosion itself generates a shock

wave in the near field, whose supersonic propagation over

the first �10 m is not accounted for in our (linear) sound

propagation model (extension of the Fast-Marching scheme

to non-linear shock wave physics should, however, be possi-

ble32). The map of the localization index Cj is shown in Fig.

4(a) for shot 2. The small spread of the high localization

index region13,14 suggests that the localization is reliable.

Overall, the method compares satisfactorily with the claimed

error of commercial systems4,15,33 and of acoustic systems

used on artillery proving grounds for impact localization.

Taking the reported near-surface wind (3 m/s near the

surface, in the direction of the shot) into account neither

improves nor deters the above impact localizations. This

wind magnitude is on the order of 1% of the sound speed,

and will thus affect the localization on the order of 1%, or

1–10 m in the considered shots (Table I). Such a correction

is not significant enough to be seen given the aforementioned

5 m discretization. In the general case, the effect of wind

speed on localization could be non-linear. In the present

FIG. 2. (Color online) Comparison FDTD-IFM. (a) Simulation domain with strong sound speed variations and obstacles. (b)–(f) snapshots of the FDTD and

IFM simulations. The colormap is used for the FDTD pressure field. The thick line is the wavefront computed by the IFM.
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scenario, all conducted tests suggest that such a non-linearity

does not affect the results significantly.

B. Localization of far-away point sources

The matching-and-marching approach is now applied to

locate the weapon based solely on the muzzle blast TOAs. In

that case, the sound source is at a large distance from the sen-

sors, so that one has r � 1. For the TOA precalculations in

that case, the IFM domain is of size 54� 8 km in the X and Y
directions, respectively, for a height of 4 km, and the IFM

model is run with a Cartesian grid of step 100� 100� 20 m.

The standard atmosphere model is used31 without wind.

Computing the TOAs in the whole domain takes less than 10

min on a single CPU.

In that case, the localization approach estimates the

bearing of the sound source [Fig. 4(b)]. The bearing is

slightly off, which is presumably due to the neglect of wind

in computing the TOAs. Besides, the range estimate shows

FIG. 3. (Color online) (a)–(c) Acoustic recordings at the six microphones (sampling frequency 1 kHz) of the three shots. The solid (resp. dashed, dotted)

curves on the recordings indicate the arrivals of the ballistic (resp. impact, muzzle) waves. They are a guide to the eye. (d) Zoom on shot 2. The arrivals of the

ballistic (resp. impact, muzzle) waves are tagged with the letter “B” (resp. “I”, “M”). Two muzzle blast arrivals are visible.

TABLE I. Impact localization error, defined as the distance between the

measured and computed impact points.

Localization error (m)

Point No wind Wind

Impact 1 6.3 2.2

Impact 2 9.5 3.2

Impact 3 3.6 13.2

FIG. 4. (Color online) (a) Localization of the impact. Distributed sensors

(dots), numbered from 1 to 6, and impacts positions (stars), from 1 to 3. The

normalized localization index (Cj) for the impact of shot 2 is displayed in

inset. The darker the color, the higher the localization index. (b) Normalized

localization index for the weapon localization, shot 2.
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errors on the order of the range. Such large errors are typical

of ranging from small baseline arrays. Operational sensing

systems based on small baseline arrays usually estimate the

source bearing without ranging.5,6 The reported error of

2�–3� in Fig. 4 is in line with the literature5–7,12 and may be

related to the low characteristic frequencies and background

noise contamination of the muzzle blast after 13 km of prop-

agation (inaccurate TOA estimation), as well as to random

TOA fluctuations at the sensors due to atmospheric turbu-

lence along the path, and to possible terrain variations

(woods, buildings, etc.).

In the above localization tests, the weapon is localized

based on the muzzle blast TOAs, while the impact position is

estimated from the impact TOAs. In other words, the physical,

consistent link between these acoustic data is ignored. The bal-

listic wave is ignored as well, which is questionable on a sens-

ing point of view: the ballistic shock wave has the largest

amplitude, a sharp rise and a characteristic tail (Fig. 3). It is

thus straightforward to detect and classify. Furthermore, this

wave is emitted in the bulk atmosphere, and its TOA is there-

fore less sensitive to ground obstacles (buildings), topography

(hills, mountains), or near-surface atmospheric gradients than

the muzzle and impact sounds. Later multipath arrivals do not

affect the TOA estimation. In Sec. IV, the matching-and-

marching approach is adapted to consistently process all three

types of sounds emitted by an artillery shot.

IV. ARTILLERY SHOT LOCALIZATION

A. Principle

The TOA matching method can be extended to utilize

all three types of sounds emitted by an artillery shot. The

shot parameters to be estimated are the weapon position, the

muzzle velocity, and the barrel elevation and azimuth. For a

given pre-determined discretization of these parameters, let

us introduce their respective indices j, v, e, a. Let us denote

by tballistic
imic;v;e;a;j

the TOA at sensor imic due to projectile sound for

the shot configuration specified by the shot indices j, v, e, a.

Likewise, let us define tmuzzle
imic;v;e;a;j

and timpact
imic;v;e;a;j for the TOAs

due to the muzzle blast and impact explosion of this shot,

respectively. The matching localization consists of finding

the set of shot parameters that minimizes the sum of differ-

ences between the observed and predicted relative TOAs for

all three types of sounds over all sensors, i.e., by minimizing

the following cost function:

Sj;v;e;a ¼
XN

imic ¼ 1

imic 6¼ i0

D̂tballistic
imic

� Dtballistic
imic;v;e;a;j

� �2

þ
XN

imic¼1

D̂tmuzzle
imic

� Dtmuzzle
imic;v;e;a;j

� �2

þ
XN

imic¼1

D̂timpact
imic

� Dtimpact
imic;v;e;a;j

� �2

; (5)

where the Dt s for each type of sound are relative TOAs

defined in a similar way to Eq. (1), with the reference TOA

being the TOA of the ballistic shock wave arrival at sensor i0

(corresponding to the first arrival on the array). The set of

parameters ðj0; v0; e0; a0Þ ¼ argminj;v;e;afSj;v;e;ag minimizing

this cost function provides the best estimates of the position

of the gun, the muzzle velocity, and the barrel elevation and

azimuth angles. The localization index is now defined as

Cj ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ej=ð3N � 1Þ

p
, where N is the number of sensors

and Ej ¼ minv;e;afSj;v;e;ag. The precalculation of the TOAs in

Eq. (5) is now addressed. For use in actual localization, these

TOAs have to be modeled with a sufficient degree of physi-

cal realism and consistency. The muzzle and impact waves

are seen as point sources and are modeled as in Sec. III. The

projectile’s wave is modeled by combining a ballistic trajec-

tory model to the IFM, as now detailed.

Artillery projectiles travel large distances, at possibly

supersonic speeds and at large incidence angles. To ensure

that the multiple aerodynamic phenomena are correctly

treated, the BALCO software34 is used. BALCO is a NATO

6 degrees-of-freedom (position plus angular rotations) stan-

dard numerical model (STANREC 4618) to compute high

accuracy trajectories in three dimensions. It may be used for

a large variety of projectiles and weapons. The model allows

for pre- or user-defined gravity, aerodynamic, and atmo-

spheric models. This study restricts to ballistic projectiles,

considered as non-propelled, single rigid bodies. Unless oth-

erwise stated, all trajectories are computed with (i) an ellip-

soidal Earth gravity model,35 (ii) projectile and weapon

coefficients (lift and drag, Magnus effect, pitch/roll/spin

moments, moments of inertia of the projectile, barrel rifling)

of a standard French 155 mm ammunition and weapon. The

atmospheric model is taken identical to the one used in the

sound propagation calculations. Under these assumptions, it

is possible to reliably predict the projectile trajectory and its

subsequent impact position for any given set of parameters

(j, v, e, a).

Acoustically speaking, it is assumed that the ballistic

shot sound is emitted only when the projectile is super-

sonic. Physically, this assumption is motivated by the non-

linear behavior of the ballistic coefficients (drag etc.)

around M¼ 1 (e.g., Ref. 36). Here, M is the Mach number,

i.e., the ratio of the velocity of the projectile and the local

apparent sound speed (accounting for the wind). In prac-

tice, the distinction between subsonic and supersonic

regimes is probably not so clear-cut. The flow around and

along the projectile may be locally supersonic even if

M 	 1. Modeling the acoustic behavior of a projectile in

this regime is beyond the scope of the present study. From

a numerical point of view, the ballistic shock wave TOA

tBmic
for the supersonic part of a trajectory, T , at a given

microphone, is computed as

tBmic
¼ min
ðx;y;zÞ2T

tT ðx; y; zÞ þ tðx;y;zÞ!mic

� �
;

where tT ðx; y; zÞ is the time at which the projectile reaches

point (x, y, z) of the BALCO trajectory, and tðx;y;zÞ!mic is the

acoustic propagation time between the point (x, y, z) and

the microphone mic. No additional IFM run is required, as

the TOAs of all mesh points to the sensors have already been

computed.
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B. Sound emissions of shot 2

For illustrative purposes, the muzzle, projectile, and

impact TOAs are simulated with the combination BALCO-

IFM for shot 2 [Fig. 3(d)] with the following parameters:

muzzle velocity of 625 m/s, elevation angle of 335 mils, and

azimuth angle of �38 mils (NB: 1 mil is approximately

0:056�), in the standard atmosphere. The various wavefronts

are shown on Fig. 5. Locally, the Mach number does not

vary much and the projectile’s movement is rectilinear, so

that the projectile shocks superpose to form a conical Mach

wave of aperture angle h given by sin h ¼ 1=M. On snapshot

Fig. 5(a), the small conical aperture of the ballistic shock

wave reveals that the projectile’s velocity is well above the

speed of sound.

For artillery shots, the apparent speed of sound [Eq. (2)]

significantly varies with height, e.g., due to the temperature

decrease. Besides, the projectile’s velocity may vary by a

factor of 3 along the trajectory, and the projectile may

undergo several subsonic-supersonic transitions. The overall

emission shape of the projectile is thus more complex than a

cone, and is further distorted by the wind and sound speed

profiles during its propagation.

From snapshot Fig. 5(b) onwards, the projectile falls

slightly behind the ballistic shock wave, as the projectile

becomes subsonic. The projectile hits the ground in Fig. 5(c),

after 35 s of flight. Its impact position is highlighted on Fig.

4, and generates the impact wave of snapshot [Fig. 5(d)].

C. Shot sensing

The sensing approach introduced in Sec. IV A is now

tested on the three shot recordings analyzed above. For these

tests, the preparatory database is formed as follows. The

source positions are discretized on a horizontal grid of 54 km

along the shot axis (X axis), 8 km along the transverse axis

(Y axis), with a 200 m spacing in both directions. For each

weapon position, the muzzle velocity ranges from 450 to

700 m/s by steps of 10 m/s, the elevation from 250 to 700

mils by steps of 10 mils, and the azimuth angle from -100 to

100 mils by steps of 50 mils. The azimuth discretization is

refined (spacing of 5 mils) around the actual shot axis. The

present database discretization, though by no means optimal,

is devised to ensure that consecutive (x, y, v, e, a) database

elements have impacts within 200 m (the grid spacing) from

each other. Thus, approximately 8000 shot configurations

are scanned for each weapon position. Both BALCO and

IFM simulations use the standard atmosphere (no wind). At

ground level, one takes c � 341 m/s.

Figure 6 features the localization indices obtained for the

three shots. As will be shown below, the ripples (or multiple

peaks) are due to the precalculated database discretization.

The 10 km scatter in the weapon’s position estimates based

solely on the muzzle blast TOAs was analyzed in Sec. III

and is here shown for reference. Compared to Sec. III, the

weapon position estimates now obtained (with the muzzle

blast, ballistic shock wave and impact explosion TOAs) are

much closer to the weapon, with an uncertainty on the order

of 1 km. The impact point for shot 2 is outside the sensor

array, whereas the impacts of shots 1 and 3 are within the

array [Fig. 4(a)]. The impact position is therefore less dis-

criminative for shot 2, whereby the localization index tail

for X < 0 in Fig. 6(d), not seen on Figs. 6(b) and 6(f).

Along with the weapon’s position, the proposed method

of Sec. IV A also provides estimates of the muzzle velocity,

and the elevation and azimuth angles of the barrel (parame-

ters v0, e0, and a0). For shot 1, the estimated muzzle velocity

is of 650 m/s and the elevation is of 330 mils, very close to

the actual values (657 m/s and 335 mils, respectively). For

shot 2, the corresponding estimates are 620 m/s and 330

mils, compared to the actual values of 625 m/s and 335 mils,

respectively. For shot 3, the corresponding estimates are

520 m/s and 500 mils, compared with the actual values of

534 m/s and 540 mils, respectively. Hence, the method pro-

vides a reliable indication of the elevation and muzzle veloc-

ity of the shot. Other shot parameters of potential interest for

operational use may also be obtained as by-products of the

calculations, e.g., the time of flight or the propellant charge.

In summary, our results show that the matching and

marching approach can be extended to consistently utilize

all three types of sounds emitted by an artillery shot. They

also suggest that this extension may enable to range the

weapon with an error of 1 km at ranges larger than 10 km,

despite the small baseline configuration of the sensors array.

To our knowledge, this result is unprecedented.

V. DISCUSSION

In this section, the sensitivity of the weapon’s localization

error to various factors is discussed. From the results of

Sec. IV, the typical deviation of the observed TOA from the

best predicted TOA scales with 1=Cj � 30–50 ms. The sensi-

tivity analyses should therefore include all effects capable of

such alterations of the TOAs: weather effects, random TOA

FIG. 5. (Color online) Sketch of shot

2. The muzzle blast, ballistic shock

wave and impact signal (“M,” “B,”

and “I,” respectively) are displayed at

different times. The BALCO trajectory

is the black line.
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fluctuations, and database discretization effects. Other sensi-

tivities considered hereafter are scoped toward practical appli-

cations. They include the number of sensors and the geometry

of the array, and the performance in the case of degraded

information on the TOAs: missing wave, or missing

classification.

A. Weather effects

The effect of the wind is acknowledged in line of bear-

ings methods (e.g., Refs. 5 and 7). In our processing, the

weather may alter both ballistics and acoustics. On the bal-

listic side, a wind change of 10 m/s along the shot axis can

lead to variations of hundreds of meters in the computed

impact’s position for 10 km shots with fixed initial parame-

ters. On the acoustic side, the wind can alter the time delay

between the ballistic shock wave TOAs (propagation from

the projectile towards the ground) and the muzzle blast

TOAs (propagation close to the ground, where winds are

weaker). For example, a convective wind of 10 m/s alters the

muzzle blast’s propagation time by almost 1 s over a 30 s

propagation, which amounts to a range offset larger than 300

m. Besides, projectiles may reach heights of several kilo-

meters, and the variations in pressure, temperature, Mach

number, and through the Mach number, most aerodynamic

coefficients are significant.

To test the sensitivity of the above results to the atmo-

spheric conditions, the European Center for Medium Range

Weather Forecasts (ECMWF) Re-Analysis (ERA)-Interim

weather dataset37 can be used. ERA-Interim is a state-of-the-

art archive of the atmospheric state calculated by the

ECMWF. The data are here extracted at the grid-point near-

est to Meppen Proving Ground from the 0:125� � 0:125�

spatial resolution (approximately 14� 14 km). The two

available times (14 and 20 h local time) nearest to the shot

times (between 15 and 16 h) are considered. The

corresponding profiles are shown on Fig. 7(a), together with

the standard atmosphere profile. These atmospheric data are

not perfectly synchronized and collocated, which is unavoid-

able.38 In the future, recourse to a forecast regional model

with finer temporal and spatial discretizations could partly

fill this gap.39,40

The localization procedure of Sec. IV C has been recon-

ducted for the 14 and 20 h ERA-Interim profiles. For the

sake of comparison, the trajectories of shots 1 and 2

FIG. 6. (Color online) Normalized localization index for long range weapon localization. (a), (c), (e) Point source localization from the muzzle wave TOAs

for shots 1, 2, 3, respectively. (b), (d), (f) Localization with processing of the trajectory and muzzle, projectile and impact TOAs for shots 1, 2, 3, respectively.

Dots on the right are sensors, the star is the weapon and the circles are the three highest peaks from the map. Same colorbars as in Fig. 4.

FIG. 7. (Color online) (a) Sound speed (including humidity contribution)

and wind speed profiles from ERA-Interim, above Meppen, Germany, at 14

and 20 h, local time. The X and Y components of the wind (resp. ux and uy)

are given. The vertical component is assumed to be negligible. The standard

atmosphere corresponds to the dashed lines. Data points are at the database

resolution. (b) Weapon’s normalized localization index map for shot 3 using

the 20 h profile. Same colorbar as in Fig. 4.
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culminate at 1.5 km, while the trajectory of shot 3 reaches

2.5 km. For shots 1 and 2, the ranging is improved compared

to the standard atmosphere case, as the estimated weapon

position is within a few grid spacings (200 m) of the actual

position. For shot 3, the atmospheric conditions at 14 and 20

h produce distinct localization results. The localization with

the 14 h weather (not shown) is comparable to Fig. 6(f), the

estimated position is off by more than 1 km. The localization

obtained for 20 h is 200 m off the real position [Fig. 7(b)].

This distinct behavior may be ascribed to the wind direction

change on Fig. 7(a), to which shot 3 is more sensitive

because of its lower muzzle velocity and longer, higher

flight. Overall, the sensitivity of weapon localizations to

atmospheric conditions appears to be as expected: the locali-

zation tends to improve with the realism of the atmospheric

input with no unreasonable errors.

Other physical parameters of the problem have impacts

on TOAs. For example, the detachment point of the Mach

wave from the projectile has a potential localization uncer-

tainty of tens of meters, which impacts the projectile wave

TOAs. TOA alterations may also result from propagation of

the muzzle wave and impact wave over a non-perfectly flat

ground. On the ballistics side, the data of a French 155 mm

gun are used, while the actual gun is a German weapon (of

the same caliber). The intrinsic variability of the internal bal-

listics and of the projectile’s aerodynamic coefficients also

lead to different trajectories and differences in the ballistic

and impact waves TOAs. Exactly like the weather, all these

physical effects may shift the TOAs of one wave with

respect to the others. However, their TOA variation are

smaller than or of the same order as the weather-induced

TOA variations. The robustness noted to weather therefore

supports the idea that the method is also robust to these other

parameters.

B. Random TOA fluctuations

Section V A investigated the impact of weather effects,

and of other parameters which can alter the TOAs of one

wave relative to the others. Conversely, some physical

parameters may alter the TOAs of all waves at the various

microphones. For example, the TOA determination may be

sensitive to the background noise in the measurements. In

the considered recordings, the noise largely comes from the

acquisition chain, and the signal-to-noise ratio varies

between 5 (e.g., muzzle blast, shot 3) and 100 (signal satu-

rated, most of the signatures). Artificially doubling the noise

does not change the TOAs by more than a few ms. Besides,

observed TOAs may be impacted by the local, instantaneous

fluctuations in the atmospheric parameters (the so-called

pulse wander).10 It is argued in the Appendix that such fluc-

tuations should not exceed standard deviation of 25 ms (25

samples) in our case.

The sensitivity to such random fluctuations is analyzed

by repeating the localization procedure on all the configura-

tions of Sec. V A (three shots, three atmospheres), but this

time considering that the TOAs follow independent normal

distributions around their detected value. For simplicity, a

standard deviation of 25 ms is considered for all TOAs of all

waves. The width of the distribution is thus of 50 samples,

on the order of the maximal TOA measurement error identi-

fied in Sec. III. Actually, as the localization method works

on differences of TOAs, the selected randomization test is

equivalent to a test with a fixed reference TOA and all the

other TOAs following a 25
ffiffiffi
2
p
� 35 ms standard deviation

normal distribution. This general normal distribution

assumption is strong and crude as all the errors may not be

independent.

For each shot and atmosphere, the localization proce-

dure in the 6-sensors configuration is carried out for 2500

realizations of the normally distributed TOAs. The position

of the maximum is extracted from the index localization

maps. For each shot and atmosphere, the maximal localiza-

tion index may vary by a factor of 2 from realization to reali-

zation, but the position of the maximum is very consistent:

the 2500 maximum positions spread over only 4–20 different

(x, y) grid points depending on the shot and atmosphere, and

85% are located on just 1 to 4 grid points. This suggests a

strong robustness of the peaks to TOA fluctuations. This

robustness also holds when the number of microphones used

to form the 2500 localization maps is decreased (see also

Sec. V D). Figure 8(a) shows an example with the 3-sensors

“1, 3, 5” configuration for shot 1 in the 20 h atmosphere. In

spite of the small number of sensors and the large variability

of the nine TOAs, the maximum falls 79% of the time on the

very same database element. Two other points contain 9% of

the remaining maxima. These points correspond to second-

ary peaks in Fig. 6(b).

In fact, it appears that the overall localization map is

robust to the considered TOA fluctuations. Figure 8(b) shows

the grid points whose localization index is continuously high

for all the realizations. Here, the “high” criterion is defined as

at least 25% of the maximum of the localization index. The

patterns strongly resemble those from a single, 6-sensors real-

ization [Fig. 6(b)]. Similar findings are obtained for other

atmospheres and other shots. As may be expected, the high-

index regions shrink when the threshold is raised. For a

FIG. 8. (Color online) (a) Histogram of the position of the best element

from the database, for shot 1, in the 20 h atmosphere, for the 3-sensors “1, 3,

5” configuration. The intensity of a grid point indicates the number of times

(in %) the maximum was located on that point. (b) Stability of the localiza-

tion map, for the same shot, same atmosphere and 3-sensors configuration as

in (a). The intensity of a grid points indicates the number of times (in %)

that the localization index at this point reaches at least 25% of the maximal

localization index. The star shows the actual position of the gun.
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threshold at least 75% of the maximum, the plot of Fig. 8(b)

becomes similar to Fig. 8(a), for all tested configurations. The

localization index map for a single realization may thus be

considered as representative, even if the actual values of the

localization index may fluctuate. Furthermore, the persistence

of the peaks in Fig. 8(b) for random TOA fluctuations demon-

strates that these peaks are not due to noise or turbulence.

C. Database discretization

The sensitivity of the localization to the discretization of

the precalculated database is now investigated. Figure 9

shows the effect of refining the database for the (v, e, a) shot

parameters by a factor of 5 in each dimension for shot 2 and

the 20h atmosphere. The multiple peaks from the coarse

database [Fig. 9(a)] disappear while the maximal localization

index value rises. The other shots and atmospheric condi-

tions considered above also lead to similar results. This

shows that, at least in our tests, the cost function from Eq.

(5) is physically smooth, and that the multiple peaks result

from the coarse discretization of the shot parameters used to

build the database.

In principle, refining the database could therefore

improve the localization. However, the improvements

expected from such a refinement in our cases are not spectac-

ular. With the refined precalculation, the best matching shot

varies as follows compared to the coarse precalculations: the

weapon’s position is shifted by 400 m along the Y direction,

and its ballistic parameters (v, e, a) change by 2 m/s, 6

and 32 mils (1:75�), respectively. Thus, as illustrated on

Fig. 9(b), the weapon’s localizations in the coarse and

refined databases are closer from each other than from the

actual gun’s position. This behavior is also obtained for the

other shots, and in presence of random TOA fluctuations. In

other words, the coarse discretization of the precalculations

contributes to, but is not the major cause of, the localization

errors noted above. The latter probably include some contri-

butions from uncertainties in the meteorological conditions

and of the aerodynamic coefficients.

D. Number of sensors and array geometry

So far, the analysis has been conducted with three TOAs

(from the muzzle, impact, and projectile) from the six micro-

phones available in the experiment. Since one TOA is used

for reference synchronization, this gives 17 degrees of free-

dom (3� 6� 1) for a five-dimensions database (x, y, v, e, a).

One may theoretically expect to achieve localization with as

little as two sensors (5 degrees of freedom). To test the sensi-

tivity to the number and geometry of sensors, the localization

procedure is run for all possible combinations of k micro-

phones, k¼ 2,…,6. The case k¼ 6 corresponds to Sec. IV C.

There are thus 57 combinations in total for each shot, i.e., 171

distinct sensing configurations. Here, only the results for the

ERA-Interim 20 h atmospheric profile are given. The results

for the 14 h atmosphere and the standard atmosphere are simi-

lar. Figure 10 shows the number of configurations corre-

sponding to a localization less than a given value. The

estimated weapon positions are consistent in most cases, for

all three shots, even with two microphones. For instance, the

three shot localizations obtained from microphones 4 and 5

(230 m apart, corresponding to a ratio r � 0:018), are approx-

imately the same as those obtained with the six microphones.

For k¼ 3,…,6, more than 90% of the estimated positions

are less than 1 km away from the actual position, and 50%

are less than 300 m away. Hence, the results of Sec. IV C are

robust to the geometry and the number of sensors (greater or

equal to 3). The results hold when the TOAs are normally dis-

tributed around their detected value, following Sec. V B.

The limiting factor in the downsizing of the array is the

uncertainty of the estimation of the TOA. The maximal mea-

surement error was set to 50 ms in Sec. III, so about 20 m at

the speed of sound. This distance qualitatively scales the

minimum inter-distance between sensors in our approach.

E. Processed waves

Section IV uses the TOAs of the muzzle blast (acronym

“M”), ballistic shock wave (“B”), and impact explosion (“I”).

FIG. 9. (Color online) Localization index maps for shot 2 in the 20 h atmo-

sphere, for (a) the coarsely discretized database of Secs. IV and V A–V C

and (b) a refined database (2 m/s spacing for the muzzle velocity v and 2

mils for each angle e and a). The same measured TOAs are used in both

cases. The maximum localization index is 21 in (a) and 30 in (b). Seventy

points in (b) have a localization index above the maximum value of (a).

FIG. 10. (Color online) Localization results in the 20 h ERA-Interim atmo-

sphere for a varying number of sensors. For each of the three shots, there are

1 (resp. 6, 15, 20, 15) array(s) for a subset of 6 (resp. 5, 4, 3, 2) sensors.

These curves must not be interpreted as cumulative probabilities, since the

data are highly correlated.

J. Acoust. Soc. Am. 146 (6), December 2019 Dagallier et al. 4869



In practical scenarii, some of these data may not be available.

For example, the “M” wave may be too weak to be detected

due to a strongly upward refractive atmosphere (e.g., with

upwind propagation in mid-afternoon summer over land).

The absence of the “B” wave corresponds to a scenario with

subsonic weapons like mortars. The “I” wave may be missing

if there is no explosive charge (e.g., inert projectile). It is

therefore of interest to assess the performance of the sensing

method when one of these waves is omitted.

When the muzzle wave is not used in Eq. (5) [Fig. 11(a),

using “B-I”, ballistic, and impact waves], the localization per-

formance is comparable to the “M-B-I” localization. Ignoring

the “B” wave [Fig. 11(c)] leads to similar results, as the “B”

and “M” waves are both informative of early steps of the tra-

jectory, and are thus somehow redundant in constraining the

weapon’s position. Ignoring the “I” wave (using “M-B”) pro-

duces similar results to using only the “M” wave (Sec. III).

The conclusions hold when the TOAs are normally distrib-

uted around their detected value following Sec. V B.

F. Wave classification

An a priori assumption in Eq. (5) is that the various

acoustic arrivals at the microphones have been correctly

classified. In practice, this classification is not always

straightforward. To assess the robustness of the approach to

classification, the localization procedure is hereafter tested

without prior classification of the TOAs.

With three TOAs per recording, there are (3� 2� 1)6

¼ 46 656 possible ways to combine all TOAs. However,

some configurations are not physically possible for a given

set of sensors positions. For example, TOAs from a single

wave at different microphones must be less than 4 s apart,

since all sensors are less than 1 km apart. Such simple physi-

cal considerations reduce the number of physically admissi-

ble combinations to 96, 48, and 150 for shots 1, 2, and 3,

respectively. The maximum value of the localization index

(Cj) further informs on the reliability of each configuration.

For example, for shots 2 and 3, the maximum value of Cj is

from 2 to 4 orders of magnitude larger for the correct combi-

nation of the impact and muzzle TOAs than for the other

combinations. For shot 1, four distinct combinations yield

similar maxima for Cj, but they all give very similar localiza-

tion maps. Hence, it appears that the present approach is

robust to classification, and may even be used on fully

unclassified TOAs.

VI. CONCLUSION

The acoustic sensing of artillery shots is a long-standing

research challenge. One major limitation in existing techni-

ques is the need for large baseline arrays in order to deter-

mine the weapon’s position not only in bearing but also in

range. In this paper, a sensing approach is introduced that

demonstrates that the weapon can be located by a consistent

and physical processing of all the acoustic arrivals induced

by the shot.

The proposed sensing approach realistically predicts the

muzzle blast, the impact explosion, and the projectile

shock—the latter being obtained with the BALCO model for

ballistic trajectories. The propagation of these acoustic

waves in the complex environment is modeled with the IFM,

which accounts for the effects of the wind, sound speed gra-

dients, and obstacles in a reasonable computational time.

Last, the time matching method combines the weapon, the

projectile, and the impact acoustic data in a comprehensive

localization procedure. It determines the best-matching shot

parameters among a precalculated database. Besides the

weapon’s and impact’s position, it also gives estimates for

other parameters of interest, such as the shot angles, the time

of flight, or the muzzle velocity of the shell.

The sensing performance of the method is tested using

acoustic data from an array of six microphones for three

artillery shots at the Meppen Proving Ground. The overall

localization approach successfully localizes the impacts

within or close to the sensors array. The weapon’s location

obtained by processing of the muzzle blast only, which is

similar to a standard line-of-bearing processing, confirms

that ranging is very poor (uncertainties of tens of kilo-

meters). On the other hand, processing all the acoustic

waves, as proposed in the present method, results in a

weapon localization error of less than 1 km. Hence, the pre-

sent results are very promising in that they locate the weapon

with a small-baseline array. The weapon’s localization

uncertainties should be compared to the ballistic dispersion

of 155 mm projectiles (on the order of 200 m).

An extensive sensitivity analysis of the present results is

conducted. It reveals that:

• The weapon’s localization is robust to realistic random

TOA fluctuations.
• Use of three to five sensors instead of six produces virtu-

ally no change in the weapon’s localization. Localization

with two sensors is also successful in many cases.

FIG. 11. (Color online) Map of the normalized localization index for various

combinations of signals, for shot 2: (a) projectile and impact, (b) muzzle and

projectile, (c) muzzle and impact. Same color map as in Fig. 4. The atmo-

sphere is from ERA-Interim at 20h. Other shots lead to similar results.
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• The localization performance does not appear to feature a

major sensitivity to the orientation of the sensors with

regard to the weapon.
• The method also works without prior classification of the

TOAs or without processing the Mach wave (as is the case

for mortar shots) or the muzzle wave.
• The noted localization errors are caused to a large extent

by the imperfect knowledge on the atmospheric conditions

at the time and location of the shot. Improving this knowl-

edge (here, by recourse to weather data from a meteoro-

logical archive) directly improves the weapon’s

localization.
• Other localization errors may be induced by the selected

discretization in the shot parameters for the precalcula-

tions and an imperfect knowledge on the aerodynamic

coefficients of the projectile.

The present study conducts a careful analysis of three

artillery shots. Many more configurations should be consid-

ered to quantify the method’s performance in the general

case. For example, it is still needed to investigate cases in

which both the impact and muzzle blasts originate from posi-

tions far from the sensors. Due to the difficulty of acquiring

experimental data, a fully numerical study could be consid-

ered. Localizing a virtual gun from TOAs generated by a

numerical model should enable the analysis of the various

relative influences of the model parameters in more detail

and the optimization of the database discretization. Further

studies could also be conducted to improve the database gen-

eration and search procedure in order to efficiently scan sev-

eral types of weapons and several types of projectiles in

several predefined types of weather. Another future develop-

ment would be the recourse to meteorological data at

improved spatial and temporal resolutions.
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APPENDIX: TURBULENCE-INDUCED TOA
FLUCTUATIONS

In this Appendix, an upper bound on the turbulence-

induced fluctuations of the TOAs is proposed. Cheinet

et al.10 discuss the turbulence-induced variations of the time-

of-arrival of impulse signals (pulse wander). An estimate of

the standard deviation may be found by use of their Eq. (2)

Dt ¼ 1

c

ru

c

ffiffiffiffiffiffiffiffiffiffiffi
2LuX

p
; (A1)

which proposes a quantitative evaluation of the pulse wander

of impulse signals due to wind turbulence. Thermal turbu-

lence may be considered with the above equation, but the

variations are lower than for the wind-driven estimate

because of the lower sensitivity of the speed of sound and

comparatively smaller temperature fluctuations. In the above

equation:

• ru is the root-mean-square (rms) of the wind speed in the

direction of propagation. In the lower atmosphere, it takes

values on the order of from 0.1 to 1 m/s (depending on

meteorological conditions, orientation, and height; see

Ref. 41, Sec. 4.3.1). Hereafter, ru ’ 1 m/s is considered.
• Lu is the outer scale of wind turbulence in the direction of

propagation. In the lower atmosphere, it takes values of

about a hundred meters, depending on the meteorological

conditions, orientation, and height. Hereafter, Lu ’ 200 m

is considered.
• X is the propagation range. Hereafter X¼ 13 km is

considered.

With these quantitative estimates, one obtains Dt ’ 19

ms. This corresponds to a worst-case scenario, since it con-

siders the longest propagation range (muzzle blast), assumes

strong turbulence, with large eddy scales, and fully indepen-

dent turbulence paths (transverse positioning of the sensors,

also ignoring the correlation in the atmospheric disturbances

near the weapon). Based on these considerations, a standard

deviation of Dt ¼ 25 ms is used for all TOAs in the sensitiv-

ity study of Sec. V B. It must be stressed, though, that this

value is a large overestimate as far as the impact TOA fluctu-

ations are concerned, if only because the propagation range

is much smaller.
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