Prediction of sound generated by a rod–airfoil configuration using EASM DES and the generalised Lighthill/FW-H analogy
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Abstract

Sound generated by an airfoil in the wake of a rod is predicted numerically by using a Detached-Eddy Simulation (DES) unsteady flow field and a Ffowcs Williams and Hawkings acoustic analogy formulation for the far field computation. Volume sources from the rod wake are found to play a non-negligible role at high frequencies and surface contributions might be flawed if the surfaces cross highly turbulent flow regions even if surrounding volume terms are accounted for. The DES approach is based on a novel cubic explicit algebraic stress turbulence model which is built on a two-equation k–ε model from Lien and Lechziner. This DES has been recently implemented at the Berlin University of Technology in the compressible Navier–Stokes flow solver ELAN. The aerodynamic results are compared to experimental data obtained at the ECL by Jacob et al., as well as to previous Large Eddy Simulations results from the Proust/Turbflow code by Boudet et al. and DES simulations from Greschner et al. based on standard turbulence models. The acoustic analogy is applied both with and without volume terms to rigid and permeable control surfaces surrounding the rod–airfoil system. Aeroacoustic results are compared to experimental data from the literature, showing that the inclusion of volume terms improves the aeroacoustic prediction in the broadband high frequency range.

© 2007 Published by Elsevier Ltd.

1. Introduction

Recent studies have shown that the rod–airfoil test case is particularly suitable for the assessment of CFD codes in modeling broadband noise sources. The configuration is that of a symmetric airfoil located one chord downstream of a rod, whose wake contains both periodic and broadband vortical fluctuations. In particular, a significant broadening of the main Strouhal peak has been observed at subcritical vortex shedding conditions [1]. Since the intrinsic aeroacoustic capabilities of unsteady RANS and LES flow models have been fairly well understood, the further step consists in developing turbulence models for industrial applications that are able to reproduce broadband sound generation mechanisms with a reasonable computational effort. DES turbulence models restrict the LES domain to unsteady turbulent flow regions and use simpler closures elsewhere. They are expected to approach the quality of a LES prediction with optimised computational costs and are therefore a good candidate for this kind of applications, as shown by the authors in a previous paper [2]. However, DES is still in its infancy and undergoes continuing improvements. In the context of aeroacoustic predictions, this requires closer and closer comparisons between experimental and numerical noise spectra, the latter being obtained through a generalised Lighthill/FW-H acoustic analogy formulation [3,4] applied to the unsteady aerodynamic solution. In this approach, even at low Mach numbers, the volume sources due to free turbulent eddies may have a discriminative role in the assessment of different turbulence models. For this reason, the main concern of this paper is to shed light on...
the influence of Lighthill’s stress tensor in a hybrid DES/FW-H aeroacoustic simulation.

Several authors in the past (e.g. Refs. [5,6]) have taken advantage of the arbitrary nature of the integration surface in a FW-H formulation to avoid the expensive computation of volume contributions. The idea is to integrate the noise contributions from sources located both on physical surfaces and in the free flow by using a permeable integration surface that encompasses both the body and the most energetic vortical fluctuations. In the rod–airfoil case, for instance, this approach was applied by Casalino et al.[7] who showed that, for a low Mach number (<0.2) unsteady RANS simulation, the acoustic far field is not affected by the location of the integration surface. In other words, at low Mach numbers, a RANS-based tonal aeroacoustic prediction could be carried out without taking into account the volume source terms. Surprisingly, a different behaviour was observed by Boudet et al. [8] by performing LES computations of the rod–airfoil flow at comparable Mach numbers. In particular, discrepancies in the high frequency spectral components were observed between noise signals computed by using different, either solid or permeable, integration surfaces. Thus Casalino’s results, obtained with the same codes as Boudet’s but a different turbulence model, cannot be explained by the low Mach number. At least they are consistent with Boudet’s results since the RANS prediction is purely tonal without any broadband content and the behaviour observed by Boudet et al. occurs in a high frequency broadband range.

There are two possible explanations for the behaviour observed by Boudet et al. The first one is that the spurious pressure fluctuations may be generated upon a permeable surface when a turbulent eddy crosses the surface because only part of it is taken into account for by the surface integration. Since quadrupoles may result from compensating dipoles, this non-physical sources may become quite efficient in some situations. The second explanation is that the volume sources themselves may contribute to the sound radiation and become significant at frequencies where surface sources are not so powerful. These two aspects can be checked by comparing sound computations from various integration surfaces. The numerical investigation of this behaviour is another goal of the present study.

Recent improvements of the DES turbulence models have been implemented in the flow solver ELAN [9] developed at the Berlin University of Technology. The advantages of the favoured cubic EASM are the improved quality in the simulation of complex wall bounded flows using a two-layer RANS model and yet another point is the separated formulation of the DES modification (not influenced by the RANS model), that allows simplified implementations to avoid negative effects of the DES approach such as grid induced separation (GIS-shield) and the unphysical reduction of the eddy viscosity due to the activation of the low Reynolds number wall-damping terms in fine grid areas far away from the walls [10]. Moreover, the volume source terms have been included in the FW-H acoustic analogy predictions. These are the specific novelties of this

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DES</td>
<td>Detached Eddy Simulation</td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulation</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds Averaged Navier–Stokes</td>
</tr>
<tr>
<td>EASM</td>
<td>Explicit Algebraic Stress Model</td>
</tr>
<tr>
<td>LL</td>
<td>Lien and Leschziner</td>
</tr>
<tr>
<td>DIT</td>
<td>Decay of Isotropic Turbulence</td>
</tr>
<tr>
<td>FW-H</td>
<td>Ffowcs-Williams and Hawkings</td>
</tr>
<tr>
<td>HWA</td>
<td>hot wire anemometry</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transformation</td>
</tr>
<tr>
<td>PSD</td>
<td>power spectral density</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>St</td>
<td>Strouhal number</td>
</tr>
<tr>
<td>Ma</td>
<td>Mach number</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>Tu</td>
<td>turbulence intensity</td>
</tr>
<tr>
<td>$C_{DES}$</td>
<td>model constant for DES</td>
</tr>
<tr>
<td>$L_{DES}$</td>
<td>turbulent length scale for DES</td>
</tr>
<tr>
<td>$L_{RANS}$</td>
<td>turbulent length scale for RANS</td>
</tr>
<tr>
<td>$A$</td>
<td>grid size</td>
</tr>
<tr>
<td>$d$</td>
<td>rod diameter</td>
</tr>
<tr>
<td>$c$</td>
<td>airfoil chord length</td>
</tr>
<tr>
<td>$R$</td>
<td>distance to observer</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>coordinates</td>
</tr>
<tr>
<td>$y^+$</td>
<td>dimensionless first-cell spacing</td>
</tr>
<tr>
<td>$L_w$</td>
<td>wall normal distance</td>
</tr>
<tr>
<td>$u_v$</td>
<td>components of velocity vector (fluid)</td>
</tr>
<tr>
<td>$v_v$</td>
<td>components of the surface velocity</td>
</tr>
<tr>
<td>$n_v$</td>
<td>surface normal vector</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity vector (fluid)</td>
</tr>
<tr>
<td>$\omega$</td>
<td>vorticity vector</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$a$</td>
<td>speed of sound</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$k$</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>turbulent dissipation</td>
</tr>
<tr>
<td>$\mu$</td>
<td>molecular dynamic viscosity</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>eddy viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>stress tensor</td>
</tr>
<tr>
<td>$C_x, C_\mu$</td>
<td>constants for turbulence model</td>
</tr>
<tr>
<td>$f$</td>
<td>frequency</td>
</tr>
<tr>
<td>$T_{ij}$</td>
<td>Lighthill’s stress tensor</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker symbol</td>
</tr>
<tr>
<td>$\tau$</td>
<td>retarded time ($[\cdot]_{ret}$)</td>
</tr>
<tr>
<td>$S_n$</td>
<td>enumerated surface ($n = 01–05$)</td>
</tr>
<tr>
<td>$V_n$</td>
<td>enumerated volume ($n = 01–08$)</td>
</tr>
</tbody>
</table>
The basic concept of DES was published in 1997 [12] and was retaining much of the physical accuracy of the method. The computational effort in comparison to genuine LES, while RANS and LES turbulence models have become increasing of second-order accuracy. The equation system are solved by an iterative method, the well-known Stone's SIP solver and the time integration is accomplished with an equation for the total energy and the ideal gas law. A generalised Rhie and Chow interpolation is used to avoid an odd-even decoupling of pressure, velocity and Reynolds-stress components. The transport equations for the LL $-\varepsilon$ model [17] read

$$\frac{\partial \rho k}{\partial t} + \frac{\partial (\rho k u_i)}{\partial x_i} = \rho \eta - \rho \varepsilon \left[ \left( \frac{\mu + \frac{\mu_k}{P_f}}{\rho \varepsilon} \right) \frac{\partial \varepsilon}{\partial x_i} \right],$$

$$\frac{\partial \rho \varepsilon}{\partial t} + \frac{\partial (\rho \varepsilon u_i)}{\partial x_i} = \mu \frac{\varepsilon}{k} \left( \tilde{C}_{1\varepsilon} P - \tilde{C}_{2\varepsilon} \varepsilon \right) + \frac{\partial}{\partial x_i} \left( \frac{\mu + \frac{\mu_k}{P_f}}{\rho \varepsilon} \frac{\varepsilon}{\partial x_i} \right).$$

In the above equations $\kappa$ is the turbulent kinetic energy, $\varepsilon$ denotes the turbulent dissipation, $u_i$ is the velocity component in the $i$-direction, $\rho$ represents the fluid density, $P$ is the production of turbulent kinetic energy and $\mu$ the molecular viscosity. The eddy viscosity is denoted by $\mu_k$, and the Prandtl number by $P_f$. Unsteady and convective terms on the right-hand side of the equations are balanced by production, dissipation, molecular and turbulent diffusion on the right-hand side. The various terms have the following expressions:

$$\tilde{C}_{1\varepsilon} = C_{1\varepsilon} \left( 1 + \frac{\alpha}{P_f} \right), \quad \tilde{C}_{2\varepsilon} = C_{2\varepsilon} \left( 1 - 0.3 e^{-0.5 \varepsilon} \right),$$

$$P' = \frac{C_{1\varepsilon}^3 \kappa^3}{C_{1\varepsilon} L_e} e^{-A_{\mu} R_e}, \quad R_e = \frac{k^2}{\nu \varepsilon}, \quad R_e = \frac{k^2}{\nu \varepsilon},$$

$$A_{\mu} = 0.00222, \quad L_e = \kappa C_{2\varepsilon} \mu \left( 1 - e^{-0.63 R_e} \right),$$

where the constants $C_{1\varepsilon} = 1.44$, $C_{2\varepsilon} = 1.92$ and $c_{\mu} = 0.09$ are those of the standard $k-\varepsilon$ model. The LL $k-\varepsilon$ model is based on the idea of a two-layer model in order to

$$L_{DES} = \min(L_{RANS}, C_{DES} A),$$

where $C_{DES}$ is a model constant analogous to that of the Smagorinsky constant in LES. $L_{DES}$ is the turbulence length scale of the background RANS model and $A$ is an appropriate grid size, e.g. the cubic root of the cell volume. Therefore $L_{DES}$ plays the role of an implicit filter width in a LES fashion, as is directly based on the local grid size. The main goal is to achieve a RANS simulation in the vicinity of solid boundaries, and LES in regions of massive flow separation outside of the boundary layer. Although the replacement of the length scale (1) in a RANS model is simple, there is a potential risk to activate the LES length scale where it is not desired or should be explicitly avoided. Another risk is to activate the modeling terms in inappropriate regions [13]. The constant $C_{DES}$ is calibrated by simulating the decay of isotropic turbulence (DIT) as described in Ref. [14].

For a two-equation model, the turbulence length scale is based on local turbulence quantities, and appears in more than one term of the model equations. Although the standard approach consists in substituting this in the dissipation term of the $k$-equation, similarly to what is done in the precursor SA-DES model, some degree of freedom exists in the employment of model constants, as shown in Ref. [15]. Both a wall normal distance and a locally-determined length scale are used in the cubic EASM model. Since this is a non-standard DES method, a short description is given hereafter. However, for an exhaustive representation of the model equations, tensor representation and model constants, the reader is remained to Ref. [16].

Due to the fact that the non-linear part of the $k-\varepsilon$ model is not modified by the DES implementation, attention can be confined to the background model of the cubic EASM. The transport equations for the LL $k-\varepsilon$ model [17] read:

$$\frac{\partial \rho k}{\partial t} + \frac{\partial (\rho k u_i)}{\partial x_i} = \rho \eta - \rho \varepsilon \left[ \left( \frac{\mu + \frac{\mu_k}{P_f}}{\rho \varepsilon} \right) \frac{\partial \varepsilon}{\partial x_i} \right],$$

$$\frac{\partial \rho \varepsilon}{\partial t} + \frac{\partial (\rho \varepsilon u_i)}{\partial x_i} = \mu \frac{\varepsilon}{k} \left( \tilde{C}_{1\varepsilon} P - \tilde{C}_{2\varepsilon} \varepsilon \right) + \frac{\partial}{\partial x_i} \left( \frac{\mu + \frac{\mu_k}{P_f}}{\rho \varepsilon} \frac{\varepsilon}{\partial x_i} \right).$$

In the above equations $\kappa$ is the turbulent kinetic energy, $\varepsilon$ denotes the turbulent dissipation, $u_i$ is the velocity component in the $i$-direction, $\rho$ represents the fluid density, $P$ is the production of turbulent kinetic energy and $\mu$ the molecular viscosity. The eddy viscosity is denoted by $\mu_k$, and the Prandtl number by $P_f$. Unsteady and convective terms on the left-hand side of the equations are balanced by production, dissipation, molecular and turbulent diffusion on the right-hand side. The various terms have the following expressions:

$$\tilde{C}_{1\varepsilon} = C_{1\varepsilon} \left( 1 + \frac{\alpha}{P_f} \right), \quad \tilde{C}_{2\varepsilon} = C_{2\varepsilon} \left( 1 - 0.3 e^{-0.5 \varepsilon} \right),$$

$$P' = \frac{C_{1\varepsilon}^3 \kappa^3}{C_{1\varepsilon} L_e} e^{-A_{\mu} R_e}, \quad R_e = \frac{k^2}{\nu \varepsilon}, \quad R_e = \frac{k^2}{\nu \varepsilon},$$

$$A_{\mu} = 0.00222, \quad L_e = \kappa C_{2\varepsilon} \mu \left( 1 - e^{-0.63 R_e} \right),$$

where the constants $C_{1\varepsilon} = 1.44$, $C_{2\varepsilon} = 1.92$ and $c_{\mu} = 0.09$ are those of the standard $k-\varepsilon$ model. The LL $k-\varepsilon$ model is based on the idea of a two-layer model in order to
comply with turbulent length-scale constraints inherent to Wolfshtein’s one-equation model [18]. This basic concept presents some advantages in a DES formulation, as discussed below. The DES modification is performed by replacing the dissipation term \( \rho e \) of Eq. (2) by the following length-scale dependent term:

\[
\rho e \rightarrow \rho \frac{k^2}{\min(L_{RANS}; C_{DES} D)}
\]

with the RANS-model length-scale

\[
L_{RANS} = \frac{k^2}{\varepsilon}
\]

In the original RANS model, the two constants \( C_{e1} \) and \( C_{e2} \) depend on the wall-normal distance \( L_n \). This non-local quantity is treated as an additional length-scale similarly to that employed in the SA model. Such a dependence ensures that, far away from a wall, the standard \( k-\varepsilon \) model is used, i.e.,

\[
\lim_{L_n \to \infty} \frac{C_{e1}}{C_{e1}} = 1, \quad \lim_{L_n \to \infty} \frac{C_{e2}}{C_{e2}} = 1.
\]

This happens of course in regions where the DES modification is wished to become active, and the behaviour of Eq. (7) should not be disrupted by this. To ensure that, the wall-normal distance length scale is not replaced by the DES length scale (1), as done in the SA-DES model. A further advantage of this simple approach is that the low Reynolds number terms of a RANS model, designed to account for the wall proximity effects, are not affected by the DES modification.

2.3. Flow configuration

2.3.1. Reference experiment

An experimental investigation of the rod–airfoil configuration was carried out in the high-speed subsonic anechoic wind tunnel [1] of the Ecole Centrale de Lyon. A symmetric NACA0012 airfoil (chord \( c = 0.1 \) m) and a circular rod (\( d/c = 0.1 \)) were placed in the potential core of a jet. The airfoil was located one chord-length downstream of the rod. Both bodies extended 30\( d \) in the spanwise direction and were supported by rigid smooth plates. The incoming velocity was 72 m/s with a turbulence intensity \( T_u = 0.8\% \). The corresponding rod diameter based Reynolds number \( R_{el} \) was about 48,000, that of the chord length was 480,000 and the Mach number \( M_a \) is approximately 0.2.

2.3.2. Numerical setup

The computational grid extends over 180\( d \) in the streamwise direction, 120\( d \) in the cross-stream direction and 3\( d \) in the spanwise direction. The 2D grid shown in Fig. 1 is repeated at 30 spanwise locations, with a constant spacing \( \Delta z = 0.1d \). The grid is composed of about 2.3 million cells with 224 points around the rod and 344 points around the NACA0012 in circumferential direction and grid coarsen-

![Fig. 1. 2D slice of computational grid.](image)

Fig. 1. 2D slice of computational grid.
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Fig. 2. Surfaces sXX and volumes vXX used for the acoustic analogy computation.

The integration surfaces and volumes used in the acoustic analogy computation are shown in Fig. 2. The acoustic results obtained by integration over either \( S_{01} \) and \( S_{02} \) or \( S_{04} \) and \( S_{05} \) are compared to those obtained by integration over \( S_{03} \) that encloses all the aeroacoustic sources, both with and without integrations in the corresponding outer volumes.

2.4. The FoxHawk aeroacoustic solver

The aeroacoustic computations are carried out by using the rotor-noise FW-H code FoxHawk. It computes the far field sound using a forward-time algorithm by Brentner [20] based on the well-known Formulation 1A by Farassat [21], extended to penetrable integration surfaces by Di Francescantonio [5] and Brentner and Farassat [6]. It is a generalization of the code Advantia described in [22] to generic body motions. The acoustic signals are calculated along with the aerodynamic field, saving both CPU-time and storage space. Indeed, since only a limited number of flow snapshots, contribute to the noise signal at a given reception time, previously computed flow snapshots can be progressively removed.

For the discussion of the FW-H algorithm the retarded-time formulation of the FW-H equation for the pressure \( p' \)
radiated into a medium at rest or in uniform motion by a flow in a region $V$ around a surface or a set of surfaces $S$ reads

$$4\pi \cdot p' = \frac{\partial^2}{\partial x_i \partial x_j} \int_V \left[ \frac{T_{ij}}{r(1-M_f)^{1/2}} \right] \, dV - \frac{\partial}{\partial x_i} \int_S \left[ \frac{L_i}{r(1-M_f)^{1/2}} \right] \, dS + \frac{\partial}{\partial t} \int_S \left[ \frac{Q}{r(1-M_f)^{1/2}} \right] \, dS,$$

with

$$Q = \rho_0 U_i \tilde{n}_i, \quad U_i = \left( \frac{1 - \rho}{\rho_0} \right) v_i + \frac{\rho u_i}{\rho_0}, \quad L_i = P_{ij} \tilde{n}_j + \rho u_i (u_a - v_a), \quad P_{ij} = (p - \rho_0) \delta_{ij} - \tau_{ij}, \quad T_{ij} = \rho u_i u_j + (p' - a^2 \rho') \delta_{ij} - \tau_{ij}.$$

In the aeroacoustic literature, the three source terms are known as the quadrupole, loading and thickness noise source terms, respectively. The volumic quadrupole source term $T_{ij}$ is the well known Lighthill stress tensor whereas the other source terms which are distributed over the integration surface, are due to induced fluctuations on the integration surfaces. In the most general situation, where a body is accelerated in a turbulent flow such fluctuations can be due both to incoming flow unsteadiness and to the unsteady motion of the surfaces (e.g. turbomachinery applications). The source terms in the brackets $[\ldots]_{\text{ret}}$ have to be evaluated at the retarded-time $\tau = t - |x - y|/a$, where $(x, t)$ denote the observer position and time, $(y, \tau)$ the source position and time, $a$ the speed of sound in the medium at rest. The loading and thickness source terms are evaluated only on the surface $S$, where $v_i$ is the velocity of the surface $S$ and $n_i$ is the surface normal vector. The Lighthill source term is evaluated for the region outside the surface $S$ (volume $V$). The algorithm implemented in FoxHawk is based on a slightly different but equivalent formulation: the space derivatives are transformed into time derivatives, the time derivatives are moved into the integrals [6,21] and the forward-time formulation is used instead of the retarded-time formulation. The reason for choosing this formulation is that the classical retarded-time approach implies that the exact emission time of each source element has to be interpolated between two discretisation steps of the CFD simulation. This approach is less convenient from the numerical standpoint, since the acoustic computation has to be carried out a posteriori and requires massive storage of flow data. Conversely, a forward-time approach, as firstly proposed by Brentner [20], allows to carry out the acoustic computation along with the aerodynamic computation. The only restriction is that the observer positions have to be decided prior to the flow computation. For each source element $y$ and for each discrete time $\tau$ at which the flow is computed the contribution to the observation point $x$ is evaluated at the reception time $t = \tau + |x - y|/a$. Then, the pressure signals are interpolated at the observer location, which is much more accurate than a source interpolation. The complete description of the algorithm is detailed in Ref. [22].

Depending on the flow configuration, the FW-H algorithm can be applied in four different ways. The first approach is to compute only the loading and thickness terms on the rigid walls and to neglect the Lighthill source term. The formulation becomes much simpler and cheaper if applied to the walls and computational costs reduce accordingly. The error due to neglecting the Lighthill source term is small in the case of low Mach number and laminar flows. When strong shear layers exist in the flow or when the Mach number increases, the Lighthill term is not negligible anymore.

In this case a second approach is possible which consists in computing the contribution of all three types of sources directly (Lighthill, loading and thickness noise). Such an approach results in a very expensive volume source calculation. The direct calculation of the quadrupole noise together with the integration of the wall terms is in fact an exact reformulation of the Navier-Stokes equations and becomes an approximate solution of the noise radiation if the flow is surrounded by a medium at rest. The influence of the Lighthill term onto the quality of the broadband noise prediction for flows at moderate Mach number for real configurations (e.g. Landing gear) is not always clear. This issue has not been addressed very much because of the high computational costs that arise with the volume source computations. The calculations presented in this paper investigate this question for the rod–airfoil test case.

The third approach is to use a control surface that does not match the actual solid surfaces but that surrounds all bodies in the flow as well the most turbulent regions. The idea is that the fluctuations on this “permeable” surface are sources equivalent to the noise produced by all the sources (i.e. by the bodies and the volume sources) contained in the domain surrounded by the permeable surface. It is in fact a generalisation of Kirchhoff’s approach to sources located in a turbulent flow, the great advantage being its validity if the flow crosses the integration surface as long as outer sources are properly accounted for. In this way the expensive computation of the volume terms is included in the far less expensive surface integrals of the FW-H approach. Although the permeable surface might be quite large in comparison to the solid walls, the gain with respect to volume integrations is of an order of magnitude. This gain explains why the “permeable” surface formulation has become so popular even in jet noise computations, that are mainly concerned with quadrupole noise. The influence of the location of the permeable surface on the predicted sound is not clear and a little bit tricky on real configurations. Indeed, when the surface is crossed by unsteady flows such as turbulent shear layers any other vortical flows, the integration might yield spurious noise. The reason is that original quadrupolar eddies are chopped as they cross the surface, since only the part
that remains inside of the surface is taken into account. A quadrupole being a partial cancellation of two more efficient dipoles, the source strength is likely to increase during the crossing. This effect is not systematically observed however. Additionally this approach only works for compressible CFD codes with sufficiently low-dissipative schemes, because the code has to properly simulate the wave propagation through the volume enclosed by the permeable surface. Therefore the choice of the integration surface location is investigated in this paper for the rod–airfoil test case.

The fourth approach is to combine the permeable surface approach with the computation of Lighthill terms in the outer volume. This approach is only reasonable for research and educational aspects. In the present study it is expected to give an answer to the question raised by the third approach about noise generated by crossing eddies.

These four different approaches to the FW-H noise computations are undertaken in this paper to investigate the influence of the Lighthill source term on the predicted broadband noise for the rod airfoil test case. Results are validated against far field measurements.

3. Aerodynamics

The fully-developed three-dimensional vortical flow computed with the EASM DES model and a standard $k-e$ DES model from [2] are shown in Fig. 3. In both cases, a vortex shedding pattern can be observed downstream the rod, although strong spanwise effects prevent the formation of a regular Kármán vortex street. The non-dimensional shedding frequency for the EASM DES model is $St = 0.183 \pm 0.008, \Delta f \approx 61 \text{ Hz}$ and is very close to the experimental value of 0.19 and the numerical value of 0.185 obtained with standard $k-e$ DES model. A qualitative comparison of the vorticity iso-surfaces shows that the EASM DES model captures smaller turbulent structures than the standard model. A better aeroacoustic simulation in the high frequency range is therefore expected with this new model.

In order to illustrate the spatial distribution of the aeroacoustic volume sources, the divergence of Prandtl’s vortex force, i.e. $\text{div}(\omega \times v)$, is represented in Fig. 4. This term, on which the theory of Powell’s vortex sound is based [23], is also a different form of Lighthill’s quadrupole source term [24] for incompressible flows. This plot shows that the acoustic computation can be restricted to a region close to the rod–airfoil system. Fig. 5 shows mean- and rms-velocity profiles in the mid-span plane at the two cross-sections sketched on the top plot. The cross-section [A] is 0.255 chord upstream of the airfoil leading edge, that is, three quarter chord downstream of the rod whereas the cross-section [B] is a quarter chord downstream of the leading edge, near the thickest airfoil section. Present numerical results are compared to previous DES results [2], previous LES results by Boudet et al. [8] and to HWA experimental results by Jacob et al. [1]. The LES results from Boudet et al. were obtained with the compressible finite volume multiblock structured solver Proust now renamed Turb’flow, using high order centred spatial schemes and 5th order Runge–Kutta explicit time advancement. The LES model is a modified Smagorinski model with a self-adaptive Smagorinski “constant” that is suited for wall flows. The mesh had about 2.3 Million points and was quite similar to the present one with slight differences in the central part. Slip boundaries were used in the spanwise direction where the flow extended over 3d. More details are given in [8]. Previous DES simulations under-predict the fluctuating velocity in the near-wall region, due to the RANS model used in this area. Furthermore, the mean velocity profiles of the former DES simulations are not in a good agreement with the experiments, especially in the near wall region. Both the mean and fluctuating velocity profiles obtained by employing the EASM DES model are similar to the LES results by Boudet et al. [8] and quite close to

Fig. 3. Instantaneous vorticity iso-surfaces obtained through the EASM DES model (top) and a standard $k-e$ DES (bottom) [9].

Fig. 4. Visualization of the divergence of Prandtl’s vortex vector – $\text{div}(\omega \times v)$ (at mid-span).
the experimental data. The unsteady velocity prediction is significantly improved with the EASM model, in particular in the near wall region. In Fig. 6 the ratio of the RANS and LES turbulent length scales are compared on a snapshot. Actually, the logarithm of this ratio is plotted:

\[ A = \log\left(\frac{L_{RANS}}{C_{DES}}\right) \]

In regions where \( A \) is positive the code switches to the “LES mode” (red) whereas it switches to “RANS mode” (blue) if it is negative. Regions where both length scales compete are coloured in white.

4. Acoustic results

The far-field noise is computed by applying the FW-H code to the five different integration surfaces (\( S_01 \sim S_{05} \)) and to the four volumes (\( V_{01} \sim V_{04} \)) bounded by these five surfaces. Moreover, four additional integration volumes (\( V_{05} \sim V_{08} \)) are considered that form an alternative subdivision of
(\(V_{01}\)) as shown in Fig. 2. \(V_{05}\) contains \(V_{03}\) and surrounds the rod. \(V_{07}\) surrounds the airfoil but only partially covers \(V_{04}\) (it is larger in the cross-stream and upstream directions but ends at the airfoil trailing edge thus leaving a slice of \(V_{04}\) uncovered). \(V_{08}\) contains the whole region of \(V_{01}\) located downstream of the airfoil trailing edge (it covers the slice of \(V_{04}\) not covered by \(V_{07}\)). \(V_{06}\) is the region comprised between \(V_{03}\), \(V_{07}\) and the surface \(S_{03}\). It contains most of the rod wake except for the near wake, and the vicinity of the airfoil trailing edge. The observer is located at a distance of 1.85 m from the airfoil mid-point, in a direction normal to the mean flow and to the airfoil chord in the mid-span plane. The far field is computed from 37,500 time steps, i.e. approximately 50 shedding cycles. All spectra are obtained by averaging 50 Fourier transforms carried out on 16,384 samples using a Hanning window (approximately 21 shedding cycles). This leads to a spectral resolution of \(\Delta f \sim 61\) Hz. In order to compare the computed spectra to the experimental one that was obtained with a spectral resolution of 4 Hz, all results are expressed in terms of power spectral density (PSD). The simulated span of three diameters \(L_{\text{sim}} = 3d\) is less than the span of the test configuration \(L_{\text{exp}} = 30d\), therefore a scaling correction of \(\Delta \text{PSD} = 8.2\) dB has been applied, as suggested by Kato [25]. The spanwise coherence length \(L_{c}\) on the rod surface is approximately equal to 2\(d\). The formula of Kato reads as follows:

\[
\text{PSD}_{\text{exp}} = \text{PSD}_{\text{sim}} + 20 \log(L_{c}/L_{\text{sim}}) + 10 \log(L_{\exp}/L_{c}).
\]

The loading and thickness noise integrals will hereafter be considered as a single term referred to as “surface term” or “surface integral”. The numerical acoustic results obtained by computing the surface integral on the solid surfaces \((S_{01}), (S_{02}), (S_{03})\) and \(S_{02}\), the volume integral of the surrounding volume \((V_{01})\) and the overall contribution of \((S_{01\text{ and }S_{02}})\) are compared to experimental results in Fig. 7a and b. Both the single contribution of each integral term and their overall contribution are represented. Globally, the hybrid EASM DES/FW-H aeroacoustic results are in good agreement with the measurements in the whole broadband spectrum: the broadband noise levels are accurately estimated, as well as the level of the main peak at the shedding frequency. During the computation, results improved as the signals lengthened and the spectral resolution of the Fourier transforms increased. These results also show the improvement due to EASM model with respect to standard DES models (see Greschner et al., [2]): hence the better prediction of the unsteady flow features by the EASM model, makes a more accurate sound prediction possible. However the accuracy of prediction depends on the actual terms included in the prediction. Indeed, beyond 10 kHz the PSD is mainly determined by the volume sources (the green and the black curves in Fig. 7a are nearly identical and about 10 dB above the red and blue curves). Subsequently the predictions that include the volume integral are very accurate above 10 kHz (Fig. 7a) whereas the others are not (Fig. 7b). Note that the accuracy of the high frequencies can only be estimated up to the experimental frequency limit 12.8 kHz. In the lower frequency range the volume sources can be neglected and the surface source contribution \((S_{01}\text{ and }S_{02})\) is close to experimental values. The relative contribution of each surface breaks down as follows: up to about 3 kHz, the airfoil contribution \((S_{02})\) dominates, between 3 and \(\sim 6\) kHz, the rod \((S_{01})\) and the airfoil \((S_{02})\) contributions seem to compare as far as the statistical convergence makes it possible, and above 6 kHz, the rod \((S_{01})\) dominates. This is somewhat different from the experiment where the airfoil contribution is more than 10 dB above the rod contribution for all frequencies higher than a few hundred Hertz, and up to 6 kHz according to Jacob et al. [1]. Above 6 kHz, the experiment only tells that the rod contribution becomes of the same order as the overall contribution since the experiment does not offer the possibility to isolate the airfoil contribution. However this difference can at least partly be attributed to the lack of statistical convergence of the numerical computations that results in the jigsaws of the spectra. This first comparison clearly demonstrates how the volume terms improve the far field prediction in the high frequency range. This is rather surprising at such a low Mach number. In fact, since the dipole sound is mainly concentrated

![Fig. 7: Comparison of EASM DES/FW-H to measurements of Jacob [13] for an observer (R = 1.85 m) normal to the flow.](image-url)
at lower frequencies, the quadrupole sound becomes the only significant source in the high frequency range. Another interesting point is that at the rod shedding frequency the signals are nearly in phase and interfere constructively.

Fig. 8a shows again the result obtained from an integration on the body surfaces and on the surrounding volume \((S_{01} \text{ and } S_{02} \text{ and } V_{01})\), compared to that obtained from an integration on the surface \((S_{03})\) that surrounds \((V_{01})\). According to theory, the integration on the permeable surface \((S_{03})\) implicitly includes all the sound sources contained by the surface and should therefore yield the same result as the \((S_{01} \text{ and } S_{02} \text{ and } V_{01})\) integration. The results are indeed in good agreement, with a slight difference between 2 kHz and 6 kHz and in the very low frequency range (<700 Hz). Since the spurious noise radiated by eddies that cross the downstream face of \((S_{03})\) is expected at higher frequencies (Boudet et al. [8]), the remaining slight difference is probably due to the fact that the mesh of \((S_{03})\) is coarser than that of \((S_{01}), (S_{02})\) and the sound producing regions of \((V_{01})\). Nevertheless, this comparison...

Fig. 8. Comparison of EASM DES/FWH to measurements of Jacob [13] for an observer \((R = 1.85 \text{ m})\) normal to the flow.
confirms that the discrepancy between sound computed from solid surfaces ($S_{01}$ and $S_{02}$) and permeable one ($S_{03}$) might be due to the neglected volume terms.

Figs. 8c and e show the noise contributions due to the rod and to the airfoil, separately, with and without the corresponding volume contributions. The red line in Fig. 8c represents the noise contribution of the rod surface ($S_{01}$), which is compared to the volume source contribution of the surrounding volume ($V_{03}$) (purple) with the near rod wake. The black line represents the overall rod contribution ($S_{01}$ and $V_{03}$). It is clear that the volume contribution becomes significant at frequencies above 8 kHz, allowing a better agreement between numerical and experimental results. Interestingly, the volume contribution due to ($V_{03}$) is, in the range from 8 kHz to 20 kHz, of the same order than the contribution to the overall volume ($V_{01}$) as shown in Fig. 8f. This seems to infer that the dominant volume sources are located in the vicinity of the rod. Furthermore, a peak at the shedding frequency appears in the rod volume contribution. It is interesting to note however that this peak is relatively low with respect to the high frequency broadband content of the spectrum, considering that the wake starts from the quasi periodic vortex shedding. Similarly the airfoil contribution is plotted on Fig. 8e: the blue curve is the airfoil surface contribution ($S_{02}$), the purple represents the volume contributions from the vicinity of the airfoil ($V_{04}$), and the black curve shows the sum of the two contributions ($S_{02}$ and $V_{04}$). The airfoil contribution plotted in Fig. 8e shows that, below 6 kHz, the spectral broadening of the main Strouhal peak is mainly due to the pressure fluctuations induced by the vortex shedding onto the airfoil surface whereas the contribution of the volume sources around the airfoil ($V_{04}$) is not significant. This volume source contribution does not become significant at higher frequencies, unlike the near rod wake contribution. Thus the dominant role of the rod near wake in the volume source radiation is confirmed. Figs. 8b and d show contributions of the permeable surfaces ($S_{04}$ and $S_{05}$), surrounding the rod and the airfoil respectively, their sum ($S_{04}$ and $S_{05}$), and the overall contribution ($S_{04} & S_{05} V_{02}$), obtained by considering also the contribution of the volume ($V_{02}$). The acoustic result based on ($S_{04}$ and $S_{05}$) seems to predict fairly well the shedding frequency, but the levels are overestimated in almost the whole frequency range. Differences up to about 15 dB with the contributions of ($S_{01}$ and $V_{01}$) or equivalently ($S_{03}$) can be observed (see Fig. 8a). Thus the ($S_{04}$ and $S_{05}$) result is obviously not physical. Apparently this discrepancy is related to the quadrupoles that cross the surface ($S_{04}$ and $S_{05}$) and should thus be compensated by taking into account the volume terms surrounding this set of surfaces. This is done by adding the ($V_{02}$) contribution to that of ($S_{04}$ and $S_{05}$) as shown in Fig. 8a: obviously the result is about 10–20 dB off from the ($S_{03}$) contribution (Fig. 8a) over the whole spectrum, except at the shedding frequency. A more detailed analysis shows that this overestimate is due to the ($S_{04}$) contribution in the lower and medium frequency range (up to 5 kHz), whereas it is due to ($S_{05}$) at higher frequencies. Since the ($S_{03}$) contribution matches very well the experimental data (Fig. 8a), it is accurate. For the same reason, the volume term computation in itself seems consistent since it has proven to play a positive role in the evaluation of the ($S_{03}$ and $S_{02}$ and $V_{01}$) contribution (Fig. 8a): thus ($V_{02}$) that is included in ($V_{01}$) must be quite accurate. As a consequence the contributions of the two permeable surfaces ($S_{04}$ and $S_{05}$) are subject to spurious noise that is not compensated by outer volume terms. Therefore, the mismatch is necessarily due to the contributions of ($S_{04}$) and ($S_{05}$). This result is somewhat surprising since the contribution of the surface ($S_{03}$) which is also a permeable surface is quite accurate. The only reasonable explanation for this unexpected result is that the two surfaces ($S_{04}$) and ($S_{05}$) are crossed by much stronger unsteady flow patterns than the surface ($S_{03}$) is. Indeed the inflow and side boundaries of ($S_{03}$) are located in a quite region where the flow is almost steady and uniform. The only boundary of ($S_{03}$) that is crossed by an unsteady flow is the outflow boundary: this boundary is about a third chord downstream of the airfoil trailing edge where the flow perturbations are already damped. Conversely ($S_{04}$) and ($S_{05}$) cross the near wakes of the bodies they surround and ($S_{03}$) is crossed by strong eddies along all its sides. This might explain why the contribution of ($S_{03}$) is particularly far from expectations.

In Figs. 8f and 9a–c, the volume contributions of the various regions ($V_{01}$ to $V_{08}$) illustrated in Fig. 2 are plotted. It is interesting to observe that the strength of the volume sources globally decreases in the streamwise direction. In fact, as shown in Fig. 9c, the airfoil volume contribution ($V_{07}$) is about 10 dB lower than the rod volume contribution ($V_{05}$), and the volume downstream of the airfoil ($V_{08}$) is 20 dB lower than the experimental levels.

To summarise these acoustic results, two main results can be highlighted. The first is that volume sources may play a role at low Mach numbers even if solid bodies are immersed in the flow. In the present case, it is shown that the quadrupole sources dominated the PSD at high frequencies where the surfaces sources do not contribute. The second result is related to the use of arbitrary control surfaces (or the so-called permeable surfaces) in the FW-H analogy: this study shows that the surface integrals may lead to erroneous sound estimates if they cross highly perturbed flow regions. In such cases even the outer volume sources do not compensate the spurious surface contributions. If expensive volume computations are to be avoided, there are only two types of candidates which are suitable for an accurate sound prediction using the FW-H analogy. Using the solid surfaces ($S_{01}$ and $S_{02}$) or a permeable surface that surrounds all the major perturbed flow regions ($S_{03}$). The latter is better than the former since it implicitly accounts for the volume contribution that is not negligible in this flow. With the solid surfaces, this contribution is lost unless the Lighthill integral is computed. The high cost associated with the computation of Lighthill's volume
source term is the pitfall of this approach for real configurations.

5. Conclusions

The overall performances of a hybrid DES/FW-H aeroacoustic simulation chain have proven to be highly satisfactory in the prediction of broadband noise spectrum generated by a complex flow configuration. The new DES model offers a much more realistic flow picture than the standard $k-\varepsilon$ DES. In Section 3, it has been shown that the EASM model improves the prediction of the unsteady flow features and reaches a quality that is comparable to LES. This is because the cubic EASM turbulence model is more accurate in the wall regions than standard DES approaches. The spectral content of the flow, such as the broadening of the main Strouhal peak and the overall broadband spectrum, is well reproduced from cubic EASM DES simulation. Thus the DES predicts the main flow physics and turbulent scales of the rod wake, by adequately switching to the LES mode. As a consequence, it was found and discussed in Section 4 that its flow data is suitable for a very accurate sound prediction if the right integration surface is chosen ($S_{03}$).

The role of volume terms in the acoustic analogy formulation has been thoroughly investigated by considering various integration surfaces, both rigid and permeable ones, as well as a variety of integration volumes. The volume contributions generated by the Lighthill’s sources in the near rod wake turn out to be significant in the high frequency range. When they are taken into account, the acoustic prediction is considerably improved in the high frequency range. Only two types of candidates which are suitable for an accurate sound prediction using the FW-H analogy by avoiding the expensive volume source calculation – the solid surfaces ($S_{01}$ and $S_{02}$) or a permeable surface that surrounds all the major perturbed flow regions ($S_{03}$). The latter is better than the former since it implicitly accounts for the volume contribution that is not negligible in this flow. With the solid surfaces, this contribution is lost unless the Lighthill integral is computed (with high costs). A further interesting result is that integrations upon permeable surfaces yield unphysical results when the surfaces cross strongly perturbed flow regions. Their effect could not be compensated by including volume terms external to the permeable surface. Thus the application of the permeable surface approach to the FW-H sound prediction appears to be quite difficult in too highly turbulent flow regions. However, in quieter flow regions this approach gives excellent results and is a convenient way to avoid the costly computation of quadrupole sound.
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