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Nomenclature

c Speed of sound
D Nozzle exit diameter
fp Peak frequency of BBSAN
g0 Green's function of the wave equation in a homogeneous medium at rest
gL Green's function of Lilley's equation
Ik Turbulence intensity
Im(z) Imaginary part of complex number z
Lc Potential core length
Ls Average shock-cell length
LEE Linearized Euler Equations
Md Nozzle design Mach number
Mext Freestream Mach number
Mj Isentropic jet Mach number
M Local Mach number
NPR Nozzle pressure ratio p0/p∞
pstat Static pressure
ps Shock pressure, p− p∞
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PSD Power Spectrum Density
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SPL Sound Pressure Level
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Spp Power spectral density of the acoustic perturbations
uc Convection velocity
vi Velocity component in the i-th direction
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Greek letters
η = (ξ, γ, ζ) Vector joining two point sources
Φ Inlet angle
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γ
ln(pstat/p∞)

Πn n-th component of the vector Green's function
ρ Air density
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Subscripts
0 Stagnation variable
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∞ Undisturbed quantities
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Introduction

General context

Nowadays, large commercial aircraft are commonly powered with dual-stream turbofans,
such as those of the CFM-56 engine family manufactured by SNECMA and General
Electric. During the design process of the engine, many requirements have to be met.
Objectives are traditionally set on mass, thrust and speci�c fuel consumption. Though of
minor importance in the past, acoustics is now driving the design process, as much as the
aforementioned parameters. Indeed, aircraft manufacturers and airliners are now truly
concerned about acoustic emissions, and have become more and more demanding on the
noise levels for new engines. Stringent environmental norms are the main reason to this.
A second reason is that passengers are looking for quieter aircraft cabins.

Noise reduction may be achieved by increasing the transmission loss through the fuse-
lage sidewalls. This approach concerns cabin noise only, and usually leads to an increased
aircraft weight. Another approach is to directly study noise sources, bearing in mind that
the relative importance of a given source depends on the phase of �ight. For instance,
the fan source is known to be overwhelming during landing. Predominant sources during
the cruise phase are also the subject of much interest. This is easily understood, because
cruise is the longest phase of �ight. A quieter cruise is bene�cial to passengers and crew,
and it is a strong asset over competitors.

Two primary sources have been identi�ed in cruise conditions. Boundary layer noise
is the �rst one: it is produced by the unsteady pressure �eld in the boundary layer
developing on the fuselage. The second source is located inside the jet plumes issuing
from the engine. It is directly related to the engine operating conditions.

Operating conditions of dual-stream engines

The main modules of a dual-stream engine are shown in Figure 1. Cold air from outside
enters the engine through the rotor, and passes through a series of modules. The air �ow
is split up into two parallel streams: the primary stream �ows through the combustion
chamber (in red in the �gure), while the secondary stream �ows along the nacelle walls
(in blue in the �gure).

At the engine exit, the primary stream is hot and follows the plug slopes. It is sur-
rounded by the cold secondary stream. The operating conditions of each stream may
be de�ned using the Nozzle Pressure Ratio (NPR), that is the ratio between the total
and ambient pressure. The typical evolution of the NPRs of the primary and secondary
streams during a mission are shown in Figure 2. For both streams, the NPR increases
during the climb phase: the atmospheric pressure decreases as the plane climbs, while
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Figure 1: Main modules of a dual-stream civil engine. LP stands for Low Pressure, HP
stand for High Pressure. Illustration by SNECMA.

the total pressure remains almost constant. Since the isentropic jet Mach number Mj is
proportional to the NPR, the jet Mach numbers increase in the climb phase as well.

Broadband Shock-Associated Noise on civil engines

In cruise conditions, the respective NPRs of each jet are such that the primary stream is
subsonic (Mj < 1), whereas the secondary stream is supersonic (Mj > 1) and imperfectly
expanded: in the secondary stream, there is a series of shock-cells. This quasi-periodic
structure is surrounded by two shear layers: the inner shear layer between the primary
and secondary streams, and the outer shear layer between the secondary stream and the
ambient medium. Turbulence is convected in those shear layers and interact with the
shock-cells, producing the so-called Broadband Shock-Associated Noise (BBSAN).

BBSAN has been the subject of much interest recently, as shown by the Quiet Tech-
nology Demonstrator 2 (QTD2) program: Boeing, General Electric, Goodrich, Spirit and
NASA conducted �ight tests [16] to characterize BBSAN in �ight, as well as to assess new
noise reduction technologies such as chevrons.

Needless to say, SNECMA is also concerned by BBSAN and aims at better under-
standing and reduction of this phenomenon.
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Figure 2: Evolution of the NPRs of the primary
and secondary streams during a mission. (a):
climb phase, (b): cruise phase. primary
stream, secondary stream

Objectives of the research

This work aims at developing a statistical prediction method for BBSAN, following the
work by Morris & Miller [56]. The approach is similar to studies performed for mixing
noise models [13, 11, 55]. A methodology has been developed to compute the mean tur-
bulent �ow �eld using the Reynolds Averaged Navier-Stokes (RANS) equations. These
equations are solved with elsA, a solver developed by ONERA. Most calculations have
been performed on academic con�gurations. An extensive test campaign has been con-
ducted on these con�gurations by André [3] at Ecole Centrale de Lyon (ECL), so that
calculations have been thoroughly compared to measurements. Mainly, two operating
conditions have been tested. The �rst one is a jet at Mj = 1.15, that is NPR=2.27. This
condition is typical of a civil engine in cruise. The second operating condition is a jet at
Mj = 1.35, or NPR = 2.96, which rather concerns military engines.

An acoustic model has been developed, starting from the work by Morris & Miller.
It uses the RANS calculation as an input to compute Power Spectrum Densities (PSDs).
The intermediate version of the model does not account for refraction e�ects: acoustic
sources are propagated to the far-�eld using a free �eld Green's function. As will be seen,
this gives good results on simple con�gurations.

The model has been extended to account for refraction e�ects. This is achieved by
computing a Green's function tailored to the problem. A ray tracing method coupled to
an adjoint approach has been used to evaluate the Green's function. The computation of
the Green's function has been validated for simple cases. The Green's function calculation
has been coupled to the acoustic model. PSDs including refraction e�ects on dual-sream
jets are presented.
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Organization of the report

In the �rst chapter, the main characteristics of supersonic shocked jets, from the aerody-
namic and acoustic point of view are recalled. The state of the art for BBSAN prediction
is presented and the in�uence of �ight on shocked jets is described in the last section. The
second chapter introduces the RANS equations along with the k − ω − SST model. The
�nite volume method used to solve the RANS equations is also described. The BBSAN
model is developed in the third chapter. The governing equations are derived. They
are solved with the Green's functions technique, which is presented. The derivation of
the PSD is detailed as well as the numerical implementation. Applications are shown
in the fourth chapter. First, the aerodynamic preprocessing is presented, and applied to
jets at Mj = 1.15 and Mj = 1.35. Extensive comparison with measurements are then
shown. In the last section of the chapter, acoustic results are presented and compared to
experiments.

The inclusion of refraction e�ects is considered in the �fth chapter. It is shown that
the problem consists in the computation of scalar Green's function of Lilley's equation,
and relating it to the vector Green's functions of the Linearized Euler Equations (LEE). A
ray-tracing algorithm is used to compute the Green's functions: �rst, the Green's function
of Lilley's equation is computed with ray-tracing, then it is used to compute the vector
Green's functions of the LEE. These calculations are validated on simple test cases. The
�nal formulation for the acoustic model, including refraction e�ects is �nally derived and
the numerical implementation is described.

The last chapter describes the application of the previous developments to jets in �ight
conditions. First, the aerodynamic results are compared to measurements. Then the full
model is applied to these con�gurations.
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Chapter 1

Aero-Acoustics of supersonic shocked

jets

Since this work aims at the prediction of BBSAN, it seems natural to recall the physics
of the phenomenon under consideration beforehand. The origin of BBSAN is better
understood when the aerodynamics of shocked jets is known. This is the subject of the
�rst part. In the second part, the characteristic acoustic spectrum of a supersonic shocked
jet is presented, and the three contributing sources are described.

1.1 Aerodynamics of supersonic shocked jets

1.1.1 One-dimensional, isentropic �ow of a perfect gas through
nozzles

One-dimensional, isentropic �ows are considered here. The isentropic term means that
the �ow is inviscid, and more generally that any di�usion e�ects are neglected.

Flow parameters

Some convenient �ow parameters are now presented. Consider an arbitrary �ow �eld,
and a given �uid particle traveling at speed v. The static pressure and temperature are
respectively given by p and T . The speed of sound c is given by,

c =
√
γrT =

√
γ
p

ρ
(1.1)

where r is the speci�c gas constant, γ is the heat capacity ratio and ρ is the density of
air. For dry air at 20◦C, r = 287.04 J.kg−1.K−1 and c = 343.21 m/s. The local Mach
number M is given by,

M =
v

c
(1.2)

Now imagine that the �uid element is brought adiabatically toM = 1. The corresponding
variables, obtained from this virtual transformation are written with an asterisk, namely
c∗, T ∗. Another virtual transformation consists in isentropically slowing the �uid down
to zero velocity. The corresponding variables are written with an `0' subscript, namely
T0, p0 for instance. Those are the stagnation variables, resulting from the stagnation of
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1.1. AERODYNAMICS OF SUPERSONIC SHOCKED JETS

the �uid. The stagnation variables are conserved by isentropic transformations. Useful
relations can be derived from the energy equation. For example, according to Anderson,
[2],the speed of sound is a function of the local �ow velocity and the total speed of sound,

c =

√
c2

0 −
γ − 1

2
v2 (1.3)

Provided that c0 remains unchanged (constant stagnation temperature), an increase in
the �ow speed will reduce the local speed of sound. The stagnation variables are related
to the static variables by,

T0

T
= 1 +

γ − 1

2
M2 p0

p
=

(
1 +

γ − 1

2
M2

)γ/(γ−1)
ρ0

ρ
=

(
1 +

γ − 1

2
M2

)1/(γ−1)

(1.4)

The area-velocity relation

By combining the di�erential forms of the conservation equations inside a nozzle, a fun-
damental relation can be established,

dA

A
= (M2 − 1)

dv

v
(1.5)

where A is the nozzle cross-section. Equation (1.5) is the area-velocity relation. Three
cases may then be considered. In subsonic �ow, M < 1, which means that A and v vary
conversely: when the nozzle section decreases, the �uid velocity increases. The opposite
holds for a supersonic �ow, M > 1: A and v vary accordingly, which means that an
increase in the nozzle cross-section will speed the �ow up. As an example, consider the
Vulcain 2 engine of Ariane 5 rocket, shown in Figure 1.1. Before exiting the engine, the
supersonic �ow is accelerated by the diverging nozzle. The case M = 1 corresponds to

Figure 1.1: The Vulcain 2 engine, manu-
factured by Snecma. The supersonic �ow
is accelerated in the diverging nozzle

Figure 1.2: Evolution of the local Mach
number as a function of the section ratio
in a choked nozzle

dA = 0. Physically, this means that for isentropic �ows the transition from a subsonic
to supersonic �ow can only take place where the nozzle cross-section is minimum or
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maximum. The transition may take place at the minimum cross-section only. Nozzles in
which the section decreases continuously till the exit are called convergent nozzles. If the
section decreases and increases again, the nozzle is said to be converging-diverging. The
point where the section is minimum is called the throat of the nozzle. This is where the
subsonic-supersonic transition occurs.

The area-Mach relation

The conservation of mass provides another insightful result. It is assumed that M = 1
at the throat, the nozzle is said to be choked. Further explanation on choked nozzles is
provided in 1.1.2 Then, according to Anderson [2],(

A

A∗

)2

=
1

M2

[
2

γ + 1

(
1 +

γ − 1

2
M2

)][(γ+1)/(γ−1)]

(1.6)

Equation (1.6) is called the area-Mach number relation. It can be inverted, so that
M = f(A/A∗), that is in a choked nozzle, the Mach number depends on the ratio of the
local cross-section to the throat section. In Figure 1.2, the evolution of M versus A/A∗ is
shown. For a given section ratio, there are two corresponding Mach numbers, depending
on the �ow: subsonic (lower part of the curve), or supersonic (higher part of the curve).

1.1.2 In�uence of the Nozzle Pressure Ratio

The Nozzle Pressure Ratio (NPR) is a convenient parameter to describe the operating
conditions of a nozzle. Assume that air entering the nozzle is coming from a reservoir
and exits to the atmosphere. The air in the reservoir is almost at rest, at a stagnation
pressure p0 almost equal to its static pressure. The ambient pressure is patm. Then the
NPR is de�ned as,

NPR =
p0

patm
(1.7)

It is easily understood that for air to �ow through the nozzle requires NPR > 1. The
pressure di�erence between the reservoir and the ambient medium ∆p = p0 − patm, is a
function of the NPR:

∆p = patm(NPR− 1) (1.8)

Subsonic �ow

Consider the case of a converging-diverging nozzle, where the NPR is slightly above 1.
Then the �ow velocity will increase in the converging part till the throat, and decrease
in the diverging part, according to Equation (1.5). It will stay subsonic throughout the
nozzle, and the static pressure at the nozzle exit, pe will match patm.

When increasing ∆p, the mass �ow in the nozzle ṁ = ρAv increases as well. At
the throat, the mass �ow is ṁt = ρtAtvt, where the subscript `t' stands for throat. Now
assume the NPR is further increased. At some point, the �ow will be sonic at the throat,
that is ṁt = ṁ∗ = ρ∗A∗c∗, and subsonic everywhere else. What happens if ∆p is further
increased?
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Supersonic �ow

Once the �ow is sonic at the throat, the mass �ow at the throat does not change when
increasing ∆p. This is the choking phenomenon mentioned above. The �ow in the diverg-
ing part of the nozzle is now supersonic. For the �ow in the nozzle to be isentropic, the
pressure at the nozzle exit must satisfy Equation (1.4). If the NPR is not high enough, a
normal shock will form inside the nozzle, and the �ow will be subsonic behind it. The lo-
cation of the shock depends on the pressure mismatch. For instance, it will stand exactly
at the nozzle exit if the pressure behind the shock equals patm.

If the NPR is such that pe = patm, the �ow will follow the isentropic solution given by
Equation (1.4) and there will be no shock.

1.1.3 Structure of a subsonic jet

Subsonic jets are extensively covered in the literature. Lilley [46], among others, sum-
marizes the state of the art. Subsonic jets also share many common characteristics with
supersonic jets, that is the reason why they are described here �rst. The evolution of
the turbulent kinetic energy and velocity pro�les are shown in Figure 1.3. Three distinct
regions can be identi�ed in the jet.

Potential core

The potential core lies between 0 ≤ x/D ≤ 5 whereD is the jet diameter, see (1.9). In this
region, the aerodynamic variables are self-similar. Lau et al. [41] observed experimentally
that the potential core length Lc is a function of the jet Mach number,

Lc
D

= 4.2 + 1.1M2
j (1.9)

According to them, this relation stands for the range of Mach numbers 0.3 − 1.4, for
isothermal jets. A mixing layer originates from the nozzle exit lip, between the jet �ow
and the ambient medium. It is very thin close to the exit plane and grows axially. Candel
[17] gives an estimate of the mixing layer width δ by,

δ

D
= 0.153

( x
D

)
+ 0.002 (1.10)

where x is the axial position. Turbulence is created by velocity gradients in the mixing
layer. It is shown in Figure 1.3 that the peak of turbulence intensity is initially sharp.
When moving downstream, the mixing layer thickens inwards and outwards. Lau [40]
showed that the large-scale vortices converge to the jet center-line when travelling down-
stream, thus destroying the potential core. This leads to a radial spread of the turbulent
kinetic energy.

Transition zone

The transition zone connects the potential core to the fully developed region. It is located
between 5D and 15D in Figure 1.3. In the transition region, Lau et al. [41] observed
that,

v

ve
= 1− exp

(
1.35

1− x
Lc

)
(1.11)
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where ve is the jet exit velocity and v is the centerline velocity.

Fully developed region

The fully developed region is typically located at x/D > 15D [12]. The turbulence
intensity is constant on the jet axis in this region, and velocity on the jet axis decreases
like 1/x.

2D 5D 15D0D

Figure 1.3: Pro�les of turbulent kinetic energy (upper half-part)
and velocity (lower half-part) in a subsonic jet

Turbulence in subsonic jets

The Reynolds number of the jet, based on its diameter, is de�ned by Re = UjD/ν, where
Uj is the jet velocity. Re has a strong in�uence on the turbulent behavior of the jet. For
Re ≤ 105, the jet switches from laminar to turbulent after several diameters, whereas the
transition is much faster for Re ≥ 105.

Crow & Champagne [23] were among the �rst to observe the coherent structures of
subsonic jets. The case of a fog jet at moderate Re = 1.95 × 104 is shown in Figure 1.4.
The jet is initially laminar and becomes turbulent after a few diameters. The coherent
behavior of large-scale structures is then obvious.

Figure 1.4: Photograph of a for jet at Re = 1.95× 104, from Crow
& Champagne [23]

Brown & Roshko [15] observed the development of large-scale coherent structures in
mixing layers, as seen in Figure 1.5. In this Figure, a small perturbation originates at the
beginning of the mixing layer and is ampli�ed downstream, until it loses spatial coherence.
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The development of large scale instabilities in jets and mixing layers is well predicted
by theory. For inviscid �ows, Rayleigh [70] showed that a small initial perturbation could
be either ampli�ed or damped, depending on the velocity pro�le of the �ow. He derived
a necessary condition for ampli�cation: that the velocity pro�le should have an in�ection
point. This is the case for both jets and mixing layers. These unstable perturbations are
called Kelvin-Helmholtz instabilities.

Figure 1.5: Visualization of instabilities in a mixing layer at low
Mach number, from Brown & Roshko [15]

1.1.4 Structure of a supersonic shocked jet

As outlined above, subsonic and supersonic shocked jets have common features. The
three regions described for subsonic jets (potential core, transition region, fully developed
region) also exist in a supersonic jet.

The nature of a supersonic jet depends on the exit conditions. If the static pressure at
the nozzle exit pe is the same as the ambient pressure, then the jet exhausts isentropically
into still air. If pe is greater than the ambient pressure, the jet is said to be underexpanded.

Shock-cell structure

Only underexpanded jets are considered in this work. This case is shown in �gure 1.6.
At the nozzle exit, p > patm, this creates an expansion fan (in blue), attached to the
nozzle lips, that reduces p. When the expansion fan reaches the jet axis, p = patm. It
is nonetheless re�ected on the jet axis, into another expansion fan. p decreases again
so that p < patm. When the expansion fan re�ects on the jet boundary, it changes to
a compression shock (in red), so that p increases again. When the compression shock
hits the jet axis, p = patm. It is re�ected into another compression shock, this leads to
p > patm. This pattern forms a shock-cell, it is repeated a number of times, and gradually
destroyed by the turbulent mixing layer. In the end, p = patm.

Figure 1.7 is a schlieren image by André [3]. This is an experimental technique to
visualize density gradients. From this image, it is clear that the shock-cell structure
is quasi-periodic. Emden extensively observed the quasi-periodic shock-cell structure of
shocked jets [29]. Based on these observations, he derived an empirical formula for the
average shock-cell length Ls. Prandtl [66] then accounted for Emden's result from a
theoretical point of view. Using an expansion in Bessel's functions to solve the equations
governing the �ow-�eld, he found that the wave-length of the leading term was given by,

Ls = 1.306D
√
M2

j − 1 (1.12)
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Figure 1.6: Evolution of p/p0 for an underex-
panded jet. : expansion fan, : compres-
sion shock

Pack [62] re�ned Prandtl's calculation and changed some of Prandtl's hypotheses, and
�nally obtained a similar formulation,

Ls = 1.22D
√
M2

j − 1 (1.13)

A next signi�cant step was to calculate the complete jet structure, that is the evolution
of pressure oscillations in the jet. This was carried out by Tam [78] and Tam et al.
[88]. In his simplest form, Tam's model gives the evolution of the static pressure for an
axisymmetric jet,

pstat(x, y) =
∞∑
n=1

AnJ0

(
2µny

Dj

)
cos(knx) (1.14)

The complete expression of An and kn can be found in [78]. Dj is the jet fully expanded
diameter, x is the axial position and y the radial position. The periodic structure of the
jet is described by a Fourier series. This model does not account for the shortening of
the shock-cells downstream and the eventual destruction of the pattern by the merging
of the annular mixing layer of the jet. A model accounting for such e�ects was however
developed later by Tam et al. [88].

Turbulence in supersonic jets

After the initial observations by Crow & Champagne [23] and Brown & Roshko [15],
Tam and his coworkers [87, 92] suggested that turbulent structures could be divided into
two categories: �ne-scale structures and large-scale structures. Fine-scale structures are
inherent to the energy cascade in turbulent �ows.
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Figure 1.7: Schlieren image of a supersonic shocked jet, issuing from
a convergent nozzle. Mj = 1.15. Measurements from André [3]

First observed in subsonic jets, large-scale structures also exist in supersonic jets.
These jets being fully turbulent, it is more di�cult to separate those large-scale struc-
tures from �ne-scale structures, but they do exist anyway. Tam & Chen [85] used a
superposition of normal wave modes of the mean �ow, based on Rayleigh's equation
and with arbitrary random amplitudes, to represent the coherent structures observed by
Brown & Roshko in a mixing-layer, and to derive turbulence statistics. In the same way,
Tam & Tanna [91] describe the large-scale structures in a jet by a linear combination
of the hydrodynamic instability wave modes of the �ow with random amplitude. As an
illustration, the transverse velocity perturbation of an instability wave takes the general
following form,

v′ = Re[a(x)φ(r)ei(kx−ωt)] (1.15)

where Re denotes the real part, a(x) is the (random) wave amplitude, φ(r) is the eigen-
function of the mode, k its wave number, and ω its frequency.

1.2 Acoustics of supersonic shocked jets

A typical spectrum produced by a supersonic shocked jet at o�-design conditions is shown
in Figure 1.8. It is readily observed that there are three components to this spectrum:
mixing noise (A), screech (B), BBSAN (C).

1.2.1 Mixing noise

Mixing noise is encountered in both subsonic and supersonic jets, and has been studied
widely. It is produced by the self-interaction of turbulence.

Lighthill [44] was the �rst to address the noise generated by a turbulent jet �ow, from
the theoretical side. Lighthill considers that noise is produced by turbulence enclosed
in a source volume. These sources then radiate into the free-�eld. By combining the
Navier-Stokes equations and the conservation of mass, he derived his well-known acoustic
analogy. On the left-hand side of the equation, a propagation operator is applied to an
acoustic variable, and on the right-hand side stands a source term (Lighthill's tensor).
Lighthill derived an eighth power law for the acoustic power Wmix of mixing noise in
subsonic jets,

Wmix ∼
ρj
ρ∞

U5
j

c5
∞
AρjU

3
j (1.16)
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Figure 1.8: Far �eld sound pressure levels of a supersonic shocked jet. Mj = 1.15,
θ = 130◦ (downstream reference), R/D = 53.2. A: mixing noise, B: screech, C: BBSAN.
Measurements by André [4]

where A is the jet exit area, and Uj is the jet velocity. When the jet becomes supersonic,
Wmix scales like U3

j [72], rather than U8
j .

A �ner description of mixing noise can be achieved by decomposing turbulence into
�ne-scale and large-scale structures. This is what Tam and his coworkers [92, 87, 86, 82]
suggested. An illustration of this is given in Figure 1.9. The large-scale structures in
the mixing layer are shown, as well as two sources of sound: small-scale turbulence, that
radiates mainly at 90◦ from the jet axis, and large-scale turbulence, that emits Mach wave
radiation. Tam et al. [87] assumed that both sources had di�erent characteristic spectra,
and that a mixing noise spectrum was just a combination of those two characteristic
spectra.

1.2.2 Screech

The tonal component in Figure 1.8 and the subsequent harmonics are screech. This phe-
nomenon was studied at length by Powell [65] in the �fties, and Raman [67] gives a more
recent review of the state of the art. Screech is described as a feedback mechanism along
the mixing layer of the jet. Perturbations in the mixing layer start at the nozzle lip and
are convected downstream, where they interact with shock-cells. This interaction cre-
ates an acoustic wave that propagates upstream to the nozzle lip and triggers subsequent
perturbations. This was clearly observed experimentally by Raman [68], see Figure 1.10.

The peak frequency of screech may be simply derived. The time Tscreech required for
a perturbation to be convected from the nozzle exit to the �rst shock-cell at velocity Uc,
and to travel back in the ambient medium at velocity c0 is,

Tscreech =
Ls
Uc

+
Lc
c0

(1.17)
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Figure 1.9: Schematic diagram showing the large turbulence structures of a high-speed
jet, the sound �elds from the �ne-scale turbulence and the Mach wave radiation from the
large turbulence structures, from Tam [92]

Figure 1.10: The mechanism of screech, as explained by Raman [69]
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so that the characteristic frequency fscreech = 1/Tscreech,

fscreech =
1

Ls

Uc
1 +Mc

(1.18)

where Mc is the convective Mach number. fscreech does not vary with position, as opposed
to the peak frequency of BBSAN as will be shown below.

The amplitude of screech is an increasing function of Mj, until screech disappears.
Indeed, whenMj increases, the interaction between shocks and turbulence creates stronger
acoustic waves. Concurrently, the jet swells at the nozzle exit, hence shielding the nozzle
lip from the acoustic waves coming from downstream. The lip receptivity is then reduced,
interrupting the feedback mechanism.

Directivity depends on the harmonic under consideration: the �rst peak radiates
mainly upstream and downstream, whereas the second peak dominates at 90◦ from the
jet axis.

It should be noted that screech is mostly observed on academic con�gurations, because
they are cleaner. It is not observed on industrial con�gurations because the geometry is
much more complex. For instance, the pylon that connects the engine to the wing breaks
the axi-symmetry of the �ow, and it is believed that this reduces the lip receptivity to
aeroacoustic perturbations.

1.2.3 BBSAN

As opposed to screech, BBSAN is not omni-directional, as clearly seen from Figure 1.11
where spectra of a shocked jet are shown, for various locations. θ is measured from the
jet axis. BBSAN is identi�ed by a broadband hump dominating mixing noise at these
angles. The characteristics of the hump change with θ: in the upstream direction, the
hump compares with a peak, and overwhelms mixing noise by more than 10 dB. As moving
to the downstream direction, the peak broadens, and the SPL diminishes.

Harper-Bourne & Fisher's model

Harper-Bourne & Fisher [33] were the �rst to model BBSAN, on convergent nozzles. They
suggested that BBSAN was created by the interaction of turbulence, and shock-cells, like
screech tones. Their model consists in a linear array of monopoles, located at the tip of
each shock-cell. The monopoles are correlated, and the phasing between each source is
set by an eddy convection speed. Then, BBSAN is due to the interference of the sound
from those monopoles in the far-�eld. They were able to derive a complete spectrum with
this formulation, as well as a formula for the peak frequency fp of the hump. It is simply
given by,

fp =
Uc

Ls(1−Mc cos θ)
(1.19)

where Ls is the average shock-cell spacing, and θ is the observation angle measured from
the jet axis. Equation (1.19) is compatible with previous observations on the evolution
of fp with θ. To assess the evolution of BBSAN intensity IBBSAN, they introduced β =√
M2

j − 1. From measurements, they noticed that over a wide range of β,

IBBSAN ∝ β4 (1.20)
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Figure 1.11: Narrow band shock associated noise spectrum from a convergent-divergent
nozzle, Md = 1.5, Mj = 1.8, from Norum & Seiner [60]. θ is the downstream angle
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for convergent nozzles. They inferred that the source strength should scale like β2, and it
turns out that this corresponds to the pressure jump across a normal shock, which seems
consistent. This dependence stops for low and large values of β, for distinct reasons. For
large β, say β > 1.1 (or Mj > 1.48), the dependence on β is weaker. As noticed by
Harper-Bourne & Fisher, a Mach disc is then formed in the �rst shock-cell, and reduces
the source strength. Conversely, for low β, say β < 0.4 (Mj < 1.08), BBSAN becomes
contaminated by mixing noise, and it is not possible to isolate it anymore.

Models by Tam et al.

Tam & Tanna [91] pointed out some limitations with Harper-Bourne & Fisher's model.
Among others, the scaling formula holds only for convergent nozzles, an extension to
convergent-divergent nozzles seems necessary. Noise sources are assumed to be very local-
ized, which does not conform with measurements by Seiner & Norum [75]. Consequently,
Tam & Tanna proposed another BBSAN generating mechanism. They suggested that
BBSAN was created by the weak interaction between large scale turbulent structures in
the mixing layer and the nearly periodic shock-cell structure of the jet.

Mathematically, the nearly-periodic shock-cell structure is described using Fourier
modes (see Equation (1.14)) by Tam [78], and the large scale turbulent structures by a
linear combination of the hydrodynamic instability wave modes of the �ow with random
amplitude. The weak interaction of shocks and turbulence has a wave nature, and compo-
nents with supersonic phase velocity may propagate to the far-�eld. Tam & Tanna found
that for any convergent-divergent nozzle,

IBBSAN ∝ (M2
j −M2

d )2 (1.21)

which is comparable with Harper-Bourne & Fisher's result for convergent nozzles (Md =
1). They also obtained a similar formula for fp, but no spectrum could be derived from
this work. Tam [79] then pursued this direction, with the same physical explanations, to
derive analytical SPLs for the near and far �elds of slightly imperfectly expanded jets.

As mentioned before, when Mj increases, a Mach disc forms in the �rst shock-cell
which somewhat changes BBSAN characteristics. Tam [80] showed that the previous
model could be extended to such cases, by modifying the original shock cell strengths.

Numerical models

Though analytical models of BBSAN provide valuable results, several authors have de-
veloped numerical models to predict BBSAN. This approach is similar to what has been
done for mixing noise by Bailly et al. [10], Morris & Farassat [55] or Khavaran et al. [38]
among others.

The objective is to compute the turbulent �ow numerically, usually thanks to a tur-
bulence model like k − ε or k − ω coupled to a steady simulation of the �ow. Miller
[50] and Miller & Morris [52, 53, 51] used this technique extensively to predict BBSAN.
Their formulation will be used as a starting point for the present work, and is detailed
in Chapter 3. Shen et al. [76] also proposed an extension of Harper-Bourne & Fisher's
model using CFD calculations.
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1.3 Shocked jets in �ight

So far, only jets in static conditions have been considered. For industrial applications, such
as aircraft engines, it is interesting to study the in�uence of �ight on BBSAN. Di�erent
ways of simulating jets in �ight are presented here. The e�ects of �ight on BBSAN are
also presented.

1.3.1 Simulation of �ight

In the 1970's, engineers Drevet, Duponchel and Jacques [25] from Snecma used the so-
called Aérotrain developed by Jean Bertin to simulate the �ight e�ect. It is shown in
Figure 1.12. This vehicle was similar to a hovertrain, so the only resistance would be
that of air resistance. It was powered by a civil engine. The nozzle to be tested was
located at the outlet of the engine, at the aft of the vehicle. Then, �xed microphones
were placed along the track and the Aérotrain would pass by, at high speed. Snecma
made measurements up to M = 0.25 with this technique.

Figure 1.12: Aérotrain developed by Jean Bertin and
used by Snecma engineers for �ight e�ect measurements
in the 1970's [25]

A less expensive and more common technique to simulate the e�ect of �ight is to have
the main jet surrounded by another jet representing the external �ow, as shown in Figure
1.13. The microphones are located outside the external stream. This technique was used
at Ecole Centrale de Lyon by André. A simpli�ed experimental setup is shown in Figure
1.14. The BBSAN sources are located at the interface between the main jet and the
external stream. A wave emitted by a source at an angle θe is convected and bent by the
external �ow, forming an angle θc with the jet axis. When crossing the mixing layer, the
propagation path is bent again due to refraction, and makes an angle θr with the jet axis.
Hence, the wave emitted by the source at angle θe is �nally received by the observer at
angle θm.
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It is readily seen why some corrections are required. Indeed, the spectrum measured
at angle θm and distance Rm from the source is di�erent from what would be measured
if the microphone were in the same �ow as the source (external stream), as in real �ight
conditions. When measuring at angle θm, the corresponding angle for a microphone
in external stream jet is θc, this suggests that an angular correction is required. An
amplitude correction is also required for two reasons: �rst, the real path followed in the
measurements is longer than Rm; second, refraction occurring at the mixing layer changes
the wave amplitude.

Figure 1.13: Simulation of �ight using two coaxial noz-
zles at Ecole Centrale de Lyon. Photo by André

1.3.2 Amiet's corrections

Ribner [71] was among the �rst to experiment on this con�guration. Later, Amiet [1] used
Ribner's conclusions to derive his famous formula for measurements in a wind tunnel. The
main results are recalled here. Amiet's corrections relate the di�erent angles together,
namely,

tan θc =

√
(1−Mf cos θr)2 − cos2 θr
(1−M2

f ) cos θr +Mf

(1.22)

Rm cos θm =
h

tan θc
+
Rm sin θm − h

tan θr
(1.23)

tan θc =
sin θe

Mf + cos θe
(1.24)

Assume θm and Mf are �xed. θr is found from Equations 1.22 and 1.23. Then θc is found
using Equation (1.22). Finally, θe is determined with Equation (1.24).

The amplitude corrections for a cylindrical vortex sheet are given in [1] and are those
used by André for his measurements [3].
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Figure 1.14: Refraction of a ray of sound emitted by a localized source
in a jet, from Tam and Auriault [83]

Since for a single measurement there are di�erent angles involved, the question is which
angle to choose when comparing several measurements. Norum & Shearing [61] explain
that it depends on what is to be investigated. The e�ect of the wind tunnel condition with
the source and observer stationary with respect to each other, but moving with respect
to the ground, is investigated at �xed convection angle θc. This is what happens if the
observer is moving with the airplane for example.

The e�ect of motion on the intrinsic characteristics of the source (that is motion e�ect
minus convection) are to be studied at constant emission angle θe.

1.3.3 Shock structure in �ight

As indicated by Morris [54], the main e�ect of the freestream is to slow the development
of the main jet. This is because shear in the mixing layer is reduced, due to lower velocity
gradients. This directly increases the potential core length, as well as the number of
observed shock cells. Tam [81] mentions that the reduced shear and the increased core
length have opposite e�ects on the instability waves in the mixing layer. The spatial
growth of the instability waves is reduced because of reduced shear. Conversely, the
longer potential core provides a longer distance for the instabilities to grow. That is why
in his model for the prediction of BBSAN in �ight, Tam assumes that those two e�ects
cancel out.

The rate of decrease of shock spacing with distance downstream is reduced. Morris
also underlines that the �ow at the nozzle exit is mostly una�ected by the freestream,
because the velocity in the boundary layer that develops on the nozzle exterior is small.

Experimentally, Norum and Shearin [61] carried out extensive measurements on su-
personic jets in simulated �ight, up to Mach 0.4. They observed a gradual stretching of
shock-cells downstream with increasing Mach number. There was no noticeable change
in shock strength though.

In their measurements up to Mf = 0.9, Norum & Brown [59] noticed that the jet
structure is a�ected signi�cantly by �ight from Mf = 0.6, though only minor changes
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occurred before.

1.3.4 In�uence of �ight on acoustics

Since �ight in�uences the aerodynamics of shocked jets, it is also expected to in�uence
BBSAN. Typical SPLs at increasing Mf are shown in Figure 1.15. Mf = 0.0 for the top
spectrum, Mf = 0.2 for the middle spectrum and Mf = 0.4 for the bottom one. The
main changes concern the peak frequency fp of BBSAN and the width of the hump, those
changes hold whether θe or θc is used. As Mf increases, fp decreases, because the shock-

Figure 1.15: Spectra of BBSAN measured in open wind
tunnel simulation experiment by Norum & Shearin [61].
Mj = 1.80, Md = 1.0, θ = 130◦. (a) Mf = 0.0, (b)
Mf = 0.2, (c) Mf = 0.4

cells lengthen. Flight also reduces the width of the BBSAN hump, as seen on SPLs (c)
in Figure 1.15. High order BBSAN peaks may also be identi�ed as Mf is increased. Tam
[81] accounted for these modi�cations and derived a new formula for fp, including �ight
e�ects. The omnidirectionality of BBSAN observed in static conditions is not modi�ed
by �ight up to Mf = 0.4, as noticed by Norum & Shearin.

Norum & Brown [59] noticed that the spectra at di�erent Mf bear some similarity.
They inferred that the intrinsic characteristics of the BBSAN sources were not modi�ed,
but that the observed di�erences in the measured noise were mainly due to convection
e�ects. Using in-�ow microphones, they clearly observed a convective ampli�cation of
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BBSAN in the forward arc with Mf . Brown et al. made the same observations. They
found a 8 dB di�erence between the SPLs at Mf = 0.8 and Mf = 0.0.

Figure 1.16: Illustration of shock-turbulence interaction, in the in-
ner and outer shear layers, from Tam et al [90]

The case of dual-stream jets is more complex. Tam et al. [90] underline that in dual-
stream jets, BBSAN sources are located in two shear layers, as shown in Figure 1.16: in
the inner shear layer between the primary and secondary stream, and in the outer shear
layer between the secondary stream and the external stream. Those sources contribute
di�erently to the acoustic �eld, and their relative contribution has been examined and
modeled by Tam et al.. The complex radiation of dual-stream jets in �ight has been
studied by Huber et al. [36]. They identi�ed two types of BBSAN sources as well:
a low-frequency source located in the outer shear layer, between 6D to 9D after the
secondary stream exit, in green in Figure 1.17. The low-frequency source preferentially
radiates at 90◦. Huber et al. used ray tracing to show that this was due to strong
convection imposed by the freestream, and found that without the freestream, the source
would radiate preferentially in the upstream direction. This is similar to BBSAN sources
for static single-stream jets. The high-frequency source is created by the interaction of

Figure 1.17: Illustration of the two sources contributing to BBSAN
in �ight. LF: low-frequency, HF: high-frequency, from Huber et al.
[36]

shocks and turbulence in the inner shear layer and its contribution is measured further
downstream on the fuselage. The result is that BBSAN in cruise is mostly perceived by
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passengers in the aft of the cabin. This is a major change compared to the static case.
The next chapter describes methods for the prediction of the aerodynamic characteristics
of shock-containing jets.
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Chapter 2

Aerodynamic calculation of supersonic

shocked jets

In this chapter, the Reynolds-Averaged Navier-Stokes equations (RANS) are derived.
They will be used to compute the mean turbulent �ow in the present work. The derivation
starts with the Navier-Stokes equations, then the scales relevant to turbulence modeling
are recalled. The RANS formulation is described next, followed by the chosen turbulence
model. The e�ects of compressibility on the RANS formulation are presented. Finally,
the �nite volume method, used to solve the RANS equations, is described.

2.1 Governing equations

The Navier-Stokes equations, named after Claude-Louis Navier and George Gabriel Stokes,
provide a general description of �uid motion. They rely on the application of Newton's
second law to �uid motion, the stress on the �uid being the sum of a pressure term and a
viscous term. The equations are presented in their conservative form. The conservation
of mass is written as,

∂ρ

∂t
+

∂

∂xi
(ρvi) = 0 (2.1)

where ρ is the density and v is the velocity vector. Einstein convention is used. The
conservation of momentum takes the form,

∂

∂t
(ρvi) +

∂

∂xj
(ρvivj) = − ∂p

∂xi
+
∂τij
∂xj

(2.2)

where p is the static pressure and τ is the stress tensor. The convective term ∂(ρvivj)/∂xj
is mainly responsible for the strong non-linear behavior of the Navier-Stokes equations.
Finally, the conservation of energy is given by,

∂

∂t

[
ρ

(
e+

1

2
vivi

)]
+

∂

∂xj

[
ρvj

(
h+

1

2
vivi

)]
=

∂

∂xj
(viτij)−

∂qj
∂xj

(2.3)

where e is the speci�c internal energy, h = e + p/ρ is the speci�c enthalpy, and qj is the
heat �ux vector.

Additional relations are required to close the system. It is assumed that the perfect
gas law is applicable here, so that pressure, density and temperature satisfy,

p = ρrT (2.4)
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where T is the absolute temperature and r is the ratio between the perfect gas constant
and the molar mass of air, r w 287J ·K−1 · kg−1. Air is treated as a Newtonian �uid, so
that the relation between the stress-rate tensor τ and the strain-rate tensor D is

τ = 2µ(D − 1

3
∇ · v ¯̄I) and Dij =

1

2

(
∂vi
∂xj

+
∂vj
∂xi

)
where

(
¯̄I
)
ij

= δij (2.5)

where µ is the �uid viscosity. The heat �ux vector q is determined with Fourier's law.
The �uid is assumed to be calorically perfect, so that

e = cvT and h = cpT (2.6)

where cv and cp are the speci�c heat coe�cients for constant volume and pressure respec-
tively.

2.2 Scales of turbulence

Since the Navier-Stokes equations fully describe �uid motion, it may seem attractive to
solve them directly, without any approximation. Depending on the application under
consideration, this is not always possible, and di�erent strategies may be considered as
shown by Spalart [77]. The direct resolution of the Navier-Stokes equation is called
Direct Numerical Simulation (DNS). An approximation of the number of points required
to solve the equations is obtained as follows. The smallest length scale of turbulence is
the Kolmogorovscale [12, 39], denoted lη. The largest scales are close to the integral scale,
denoted L. Then,

L

lη
v Re

3/4
L (2.7)

where ReL = u′L
ν

is a Reynolds number, u′ is a characteristic velocity scale, and ν is the
kinematic viscosity. Then, for a 3-D mesh, the total number of points required to resolve
all the turbulence scales is

N v Re
9/4
L (2.8)

u′ can be approximated by the square root of the turbulent kinetic energy, that is u′ v√
2/3k. A simple application relevant to jet �ows is now considered: u′ v 0.2uj and

uj = 340m/s. The integral scale is given by the jet diameter L = D = 0.038m. Then,
ReL = 2.105 and the number of points is N v 1012. This clearly overwhelms the current
computational capabilities.

A coarser approach consists in resolving only the largest scales of turbulence, down to
the Taylor length scale λg. The Taylor microscale is de�ned as the largest length scale
at which viscous e�ects signi�cantly alter the dynamics of turbulent eddies [12]. Smaller
scales are modeled using a subgrid-scale model. This approach is called Large Eddy
Simulation (LES). The following relation holds,

L

λg
v Re

1/2
L (2.9)

The number of points required for the given example is N v 80× 106. Such large meshes
are realistic for research purposes but a less demanding approach is required for design
work in an industrial context.
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The Reynolds-Averaged Navier-Stokes (RANS) equations addresses this issue. The
mean �ow is computed explicitly, whereas all the scales of turbulence are modeled. As a
result, this method is much less time consuming than DNS and LES.

2.3 The Reynolds-Averaged Navier-Stokes equations

The underlying idea in RANS modeling is to split up the true �ow �eld into a mean �eld
and a turbulent �eld. The mean �eld is computed explicitly while the turbulent �eld is
modeled.

Let q(x, t) be any aerodynamic quantity. It is split up between a mean quantity
< q(x, t) > and a �uctuating part q′(x, t). < q(x, t) > is the ensemble average, computed
by averaging N independent realizations of q(x, t),

< q(x, t) >, lim
N→∞

1

N

N∑
k=1

q(k)(x, t) (2.10)

where q(k) is the k-th realization of q(x, t). For turbulent jets, turbulence is commonly
assumed to be stationary. Then the ensemble average is conveniently replaced by a time
average using the ergodicity property

< q(x, t) >= q(x, t) , lim
T→∞

1

2T

∫ t+T

t−T
q(x, t′)dt′ (2.11)

The new decomposition for q(x, t) is then,

q(x, t) = q(x, t) + q′(x, t) q′ = 0 (2.12)

For the sake of simplicity, the consequences of this decomposition are �rst illustrated
for the incompressible Navier-Stokes equations. Substitution (2.12) into the incompress-
ible equations of �uid motion leads to,

∂vi
∂xi

= 0 (2.13)

ρ
∂vi
∂t

+ ρvj
∂vi
∂xj

= − ∂p

∂xi
+

∂

∂xj
(2µDij − ρv′iv′j) (2.14)

Equation (2.14) is the classical RANS equation for incompressible �ow. The quantity
−ρv′iv′j is the Reynolds stress tensor. Hence, 6 new unknown variables were produced
by the averaging process, −ρv′iv′j being symmetrical, and the system (2.13)-(2.14) is not
closed.

The most common closure for the RANS equations relies on an analogy between
the Reynolds stress tensor and the stress tensor. For a Newtonian �uid, the stress and
deformation tensors satisfy equation (2.5). Boussinesq [14] assumed that a similar relation
linked the Reynolds stress tensor to the rate-of-strain rate tensor:

− ρv′iv′j = 2µtDij −
2

3
ρkδij and k =

1

2
v′iv
′
j (2.15)

where k is the mean turbulent kinetic energy and µt is the turbulent viscosity. The
determination of the Reynolds stress tensor is then reduced to the computation of the
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turbulent viscosity. Unlike the �uid viscosity, the eddy viscosity is not an intrinsic property
of the �uid. Dimensional analysis shows that µt has dimensions of (density × speed
× length). It thus depends on the characteristic turbulence scales of the �ow under
consideration. µt will be computed thanks to appropriate turbulence models.

2.4 The k − ω − SST turbulence model

Various models exist to determine µt and the turbulence scales. Georgiadis et al. [32]
conducted a comparative study of turbulence models for jet �ow predictions: they com-
pared classical turbulence models such as k − ε [37], and k − ω − SST [94] to turbulence
models tuned for jet �ows. They concluded that those speci�c models improved predic-
tions of mean axial velocities for a heated jet, but do not improve the prediction of k upon
standard models.

In this work, use is made of the mean turbulent kinetic energy k and the speci�c
dissipation rate ω, whose dimensions are (time)−1. k1/2 has dimensions of (speed), k1/2ω
has dimensions of (length). On dimensional grounds,

µt = ρ× k1/2︸︷︷︸
speed

× k1/2/ω︸ ︷︷ ︸
length

= ρ
k

ω
(2.16)

The knowledge of k and ω thus makes it possible to compute µt. Two transport equations
are used to account for the evolution of k and ω in the turbulent �ow. Wilcox [94]
suggested that

∂k

∂t
+ vj

∂k

∂xj︸ ︷︷ ︸
(a)

= −ρv′iv′j
∂vi
∂xj︸ ︷︷ ︸

b

− β∗kω︸ ︷︷ ︸
(c)

+∇.[(ν + σ∗νt)∇k]︸ ︷︷ ︸
(d)

(2.17)

∂ω

∂t
+ v.∇ω︸ ︷︷ ︸

(e)

=
γ

µt
Pk︸ ︷︷ ︸

(f)

− βω2︸︷︷︸
(g)

+∇.[(ν + σνt)∇ω]︸ ︷︷ ︸
(h)

(2.18)

where β∗, σ∗, γ and σ are constants of the model. In (2.17), (a) is thematerial derivative
of the turbulent kinetic energy. (b) is the production term, accounting for the transfer
of turbulent kinetic energy from the mean �ow to turbulence. (c) is the dissipation
term, it represents the conversion of k into internal energy (heat). (d) is a complex
term. ν∇k describes the di�usion of k by molecular motion in the �uid. (σ∗νt)∇k results
from the sum of triple velocity �uctuations (regarded as the transport of k by turbulent
�uctuations), and a correlation term between velocity �uctuations and pressure.

(2.18) bears a similarity with (2.17): the speci�c dissipation is convected through the
�ow by thematerial derivative (e), (f) is the production term, (g) models dissipation
and (h) accounts for di�usion.

This model is robust, properly handles adverse pressure gradients and does not use a
damping function in the viscous sub-layer [95]. The main �aw is that it is very sensitive
to the freestream value ω∞ of the dissipation rate. In [49], Menter reports that similar
values of ω∞ may change νt by 100%. This is the reason why Menter developed a so-called
�BaSeLine� model or BSL formulation.
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2.4.1 The k − ω −BSL model

This model combines the qualities of Wilcox's model close to the wall, with the weak
dependence of the k−ε model on the freestream conditions. In the k−ε formulation [37],
ε is the dissipation rate of the turbulent kinetic energy. This is achieved by re-writing the
k−ε model in terms of k−ω variables, and a blending function joins the two formulations.
The governing equations are,

∂k

∂t
+ v.∇k = Pk − β∗ωk +∇.[(ν + σkνt)∇k] (2.19)

∂ω

∂t
+ v.∇ω =

γ

ρ
Pω − βω2 + 2(1− F1)σω2

1

ω
∇k.∇ω +∇.[(ν + σωνt)∇ω] (2.20)

The determination of the model constants is detailed in Annex A.1. In summary, the
k−ω−BSL model is identical to Wilcox's model in the viscous sub-layer, it then switches
to a high-Reynolds number version of Jones-Launder's k − ε farther from the wall.

2.4.2 The k − ω − SST model

The k−ω−SST model was developed by Menter [48]. SST stands for Shear Stress Trans-
port. Indeed, the objective of this model is to correctly transport shear in a boundary
layer facing an adverse pressure gradient. Menter noticed that classical formulations of
the k − ω model overestimated the shear stress in boundary layers with adverse pressure
gradient. To circumvent this �aw, he modi�ed the expression of νt in the case of bound-
ary layers with adverse pressure gradient. This expression was then combined with the
expression for standard boundary layers, leading to

νt =
a1k

max(a1ω,ΩF2)
, F2 = tanh(arg2), arg = max

(
2

√
k

0.09ωy
,
400ν

y2ω

)
(2.21)

where a1 = 0.3 and Ω = ||∇v||. For free shear �ows, another expression of νt is used and
the transition is made with a blending function. Details are given in Annex A.1. This is
the model used in this work to compute supersonic jet �ows.

2.5 E�ects of compressibility

The RANS equations derived above assumed the mean �ow was incompressible as a
�rst approximation. When dealing with supersonic jets, compressibility e�ects cannot be
neglected. Thus, the previous equations should be modi�ed to account for compressibility.
It appears convenient to use a density-weighted average, known as the Favre average. The
Favre average q̃ of a �ow variable q is de�ned by

q̃ =
ρq

ρ
(2.22)

So that the new decomposition is,

q = q̃ + q′′ q̃′′ = 0 (2.23)
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Applying this decomposition to the Navier-Stokes equations leads to the compressible
RANS equations,

∂ρ

∂t
+

∂

∂xi
(ρṽi) = 0 (2.24)

∂

∂t
(ρṽi) +

∂

∂xj
(ρṽj ṽi) = −∂P

∂xi
+

∂

∂xj

[
τji − ρv′′j v′′i

]
(2.25)

∂

∂t

[
ρ

(
ẽ+

ṽiṽi
2

)
+
ρv′′i v

′′
i

2

]
+

∂

∂xj

[
ρṽj

(
h̃+

ṽiṽi
2

)
+ ṽj

ρv′′i v
′′
i

2

]

=
∂

∂xj

[
−qLj

− ρv′′j h′′ + τjiv′′i − ρv′′j
1

2
v′′i v

′′
i

]
+

∂

∂xj

[
ṽi(τij − ρv′′i v′′j )

] (2.26)

This decomposition is applied to the variables of the Navier-Stokes equations and to the
transport equations of turbulent quantities such as k and ω. This leads to the compressible
RANS equations.

2.6 Finite volume method

The RANS equations described before are solved with the elsA solver by Onera [42]. This
solver uses a �nite volume method to solve the equations. First, the RANS equations
are written in an integral form on the CFD domain, stating the conservation of mass,
momentum and energy. The domain is then split up into elementary control volumes
(known as cells) and the integral equations are solved for each elementary cell.

The RANS equations may be recast into a conservative form on a volume Ω, stating
the balance between the variations of a state vector W and the �ux crossing Ω through
its border ∂Ω,

∂

∂t

∫
Ω

W dΩ +

∫
∂Ω

F · dS = 0 (2.27)

Let's assume that Ω is now an elementary cell, the coordinates of its center being (i, j, k).
Then the balance of any conservative variable becomes,

Vi,j,k
dWi,j,k

dt
+Ri,j,k = 0 (2.28)

where Wi,j,k designates any conservative component of the state vector W , Vi,j,k is the
cell volume and Ri,j,k is the residual stating the balance between the �uxes entering and
leaving the cell. More explicitly,

Ri,j,k = (Fi+1/2,j,k − Fi−1/2,j,k) + (Fi,j+1/2,k − Fi,j−1/2,k) + (Fi,j,k+1/2 − Fi,j,k−1/2) (2.29)

The notations are de�ned in Figure 2.1. For instance, Fi+1/2,j,k designates the �ux crossing
the face BCGF. In order to compute the residual Ri,j,k, the �uxes need to be evaluated
numerically. This is detailed in the next section.
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F
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Figure 2.1: Elementary cell used in the �nite
volume formulation and associated notations

2.6.1 Spatial integration

The �rst step to evaluate the residual term is to split up the �ux tensor into a convective
and di�usive part, respectively written F c and F d. The integral form of the RANS
equations is then,

∂

∂t

∫
Ω

W dΩ +

∫
∂Ω

F c · dS +

∫
∂Ω

F d · dS = 0 (2.30)

The complete expressions of W and the �ux vectors are given in Appendix A.2. The
convective �ux contains �rst order space derivatives, whereas the di�usive �ux contains
second order space derivatives. The convective and di�usive �uxes are evaluated sepa-
rately, starting with the convective �uxes.

2.6.2 Computation of convective �uxes

The convective �uxes are computed with a Roe numerical scheme [73]. This scheme solves
the Riemann problem for hyperbolic equations. As a reminder, consider the initial-value
problem

∂u

∂t
+
∂F

∂x
= 0 (2.31)

where u(x, t) is unknown and F is a non-linear function of u. It is assumed that the
Jacobian matrix A = ∂F

∂u
has only real eigenvalues, which is the case for a hyperbolic

system. The general initial condition is

u(x, 0) = u0(x) (2.32)

The Riemann problem corresponds to restricting the initial condition (2.32) to

u(x, 0) , uL (x < 0) and u(x, 0) , uR (x > 0) (2.33)
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ii-1 i+1

u
i

u
i+1

u
i-1

i-1/2 i+1/2

u

Figure 2.2: First and second order approximation of convective
�uxes

where uR and uL are constants. Thus, solving the Riemann problem consists in studying
the propagation of a discontinuity through the �uid. In the case of the Roe scheme, the
convective �ux F c at the interface between two cells is approximated by

F c(W L,WR) =
F c(W L) + F c(WR)

2
− 1

2
|Ã|(WR −W L) (2.34)

whereW L andWR are the state vectors in the left and right adjacent cells respectively.
Ã is the Roe matrix that satis�es the following properties

1. As W L →W and WR →W , Ã→ A, where A = ∂F c/∂W

2. ∀(WR,W L), Ã(W L −WR) = F L − FR

3. The eigenvectors of Ã are linearly independent

In Figure 2.2, the approximation of the numerical �uxes is detailed, in the case where u
is a primitive variable (velocity, mass or pressure). The variables at the interface i+ 1/2
are approximated by

uLi+1/2 = ui uRi+1/2 = ui+1 (2.35)

This approximation is illustrated in blue in Figure 2.2. The discontinuities in a supersonic
�ow are correctly captured with this approximation, without oscillations. Nonetheless,
the scheme is �rst order accurate in space only. Accuracy is extended to second order
using a MUSCL (Monotone Upwind Schemes for Conservation Laws) approach. This is
shown in red in Figure 2.2: the primitive variables are assumed to vary linearly inside
each cell. The drawback of this approach is that it creates wiggles in regions of strong
gradients. In these regions, this issue is circumvented with slope limiters. The primitive
variables including slope limiters are determined by,

uLi+1/2 = ui +
1

2
σi (2.36)

uRi+1/2 = ui+1 −
1

2
σi+1 (2.37)
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where σi = ψ(ui − ui−1, ui+1 − ui) is the slope. There are several formulations for the
slope limiter ψ. Van Albada's expression [93] has been used in this work, that is,

ψ(u, v) =
(v2 + ε)u+ (u2 + ε)v

u2 + v2 + 2ε
ε << 1 (2.38)

This limiter is robust and deals correctly with discontinuities in supersonic �ows.

2.6.3 Computation of di�usive �uxes

The di�usive �uxes are computed separately from the convective �uxes. The gradients
of velocity, temperature and turbulent quantities are involved in their expression. The
gradients are approximated with the average value formula: the gradient of any scalar
quantity φ in a given cell Ω is estimated by,

∇φ =
1

V (Ω)

∫
Ω

∇φdΩ (2.39)

where V (Ω) is the volume of the cell. Further information is given in [42].

2.6.4 Time integration

A classic Euler scheme is used for time integration. The discrete version of (2.28) at two
time steps tn and tn+1 is

Vi,j,k
W n+1
i,j,k −W n

i,j,k

∆t
+Ri,j,k = 0 (2.40)

where ∆t is the time step. The state variable at tn+1, namely W n+1
i,j,k is readily given by,

W n+1
i,j,k = − ∆t

Vi,j,k
W n
i,j,k (2.41)

This scheme is of �rst order in time, which is su�cient because only the steady �ow is to
be computed.

2.7 Conclusion

The equations governing a compressible turbulent �ow have been brie�y presented. Start-
ing from the Navier-Stokes equations, the steady RANS formulation was derived. Tur-
bulence was accounted for using a k − ω − SST model. The �nite volume method was
described. Tt is used to solve the RANS equations. The formulation is implemented in
elsA, a CFD solver developed by Onera used to compute the mean turbulent �ow. The
output of the aerodynamic calculation will serve as input for the acoustic model presented
in next chapters.
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Chapter 3

Development of a BBSAN model

3.1 Overview

As explained in Section 1.2.3, the objective of the present study is to develop a statistical
model of BBSAN, using a mean turbulent �ow as input. The model relies on the well-
accepted idea that BBSAN is created by the interaction of turbulence and shocks. The
initial steps in the derivation of the model are similar to the work by Morris and Miller
[52, 57, 56], though signi�cant changes are made in the end.

This chapter is organized as follows: �rst the equations governing the acoustic pressure
are derived. Second, it is shown how to compute the Green's functions associated with
these equations. The cross-correlation and the PSD of the acoustic pressure are computed
in next two sections respectively. The correlation function of the source term is examined
in a �fth part. Finally, the technical implementation of the model is described.

Refraction e�ects are neglected in this chapter as a �rst approximation. They will be
modeled using geometrical acoustics in Chapter 5.

3.2 Governing equations

The model relies on the LEE (Linearized Euler Equations). A dimensionless pressure
variable π is introduced, according to Phillips [63],

π =
1

γ
ln

(
p

p∞

)
(3.1)

where p is the static pressure and γ is the speci�c heat ratio of air. For air considered as
a perfect gas, the relation p = p(ρ, s) de�nes an equation of state, where s is the entropy
and ρ the density. The total derivative of p is,

dp =
∂p

∂ρ

∣∣∣
s
dρ+

∂p

∂s

∣∣∣
ρ
ds that is dp = c2dρ+

p

cv
ds (3.2)

where c denotes the speed of sound and cv the speci�c heat capacity at constant volume.
The sound velocity is given by c2 = γp/ρ so that,

dp

p
− γ dρ

ρ
=

1

cv
ds (3.3)
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3.2. GOVERNING EQUATIONS

The conservation of mass can thus be rearranged as,

∂vi
∂xi

= −1

ρ

Dρ

Dt
=

1

γ

(
1

cv

Ds

Dt
− 1

p

Dp

Dt

)
(3.4)

for a perfect gas, where D/Dt is the material derivative. The �ow is assumed to be
isentropic, i.e. Ds/Dt = 0, which leads to,

∂vi
∂xi

= − 1

γp

Dp

Dt
= −1

γ

D

Dt

[
ln

(
p

p∞

)]
(3.5)

Making use of π, the conservation of mass takes the following form,

Dπ

Dt
+
∂vi
∂xi

= 0 (3.6)

In the same way, the conservation of momentum can be written as,

Dvi
Dt

+ c2 ∂π

∂xi
= 0 (3.7)

where vi is the velocity component in the i-direction. To linearize (3.6) and (3.7), the �ow
�eld is split up among four contributions, as also proposed by Lele [43] and Tam [79]{

π
vi

}
=

{
π̄ + εsπs + εtπt + εsεtπ

′

v̄i + εsvsi + εtvti + εsεtv
′

}
(3.8)

where the overline denotes an average term, the subscripts s and t represent the perturba-
tions due to the shock-cells and turbulence respectively, and the superscript ′ accounts for
the interaction between shock and turbulence, containing acoustic perturbations. εs and
εt are two dimensionless parameters used to quantify the orders of magnitude of each per-
turbation. When inserting (3.8) into (2.1) and (3.7), only the terms of order εsεt are kept.
Indeed, the physical mechanism generating BBSAN is the interaction between shock-cells
and turbulence, which makes sense for this approximation consistent. Especially, inter-
action of turbulence with itself (ε2

t terms) is neglected. Mixing noise is generally much
weaker than shock-cell noise for the considered problem. The shock-cell structure is as-
sumed to be �xed with time and thus satis�es the steady version of (3.5)-(3.7). Taking
this into account, the unsteady linearized system is,

∂π′

∂t
+ v̄j

∂π′

∂xj
+
∂v′i
∂xi

= θ

∂v′i
∂t

+ v̄j
∂v′i
∂xj

+ v′j
∂v̄i
∂xj

+ c2∂π
′

∂xi
= f vi + fai i = 1, 2, 3

(3.9)

An interpretation of (3.9) is that a linear propagation operator is applied to the acoustic
�eld, and source terms are identi�ed on the right-hand side, namely,

θ = −vsj
∂πt
∂xj
− vtj

∂πs
∂xj

f vi = −vsj
∂vti
∂xj
− vtj

∂vsi
∂xj

fai = −c2
s

∂πt
∂xi
− c2

t

∂πs
∂xi

(3.10)
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Only f vi is of interest in the present study dealing with BBSAN. This term accounts for the
interaction of the velocity perturbations due to shock-cells and turbulence. Consequently,
fai and θ are now neglected in what follows. The simpli�ed system to be solved is �nally
given by,

∂π′

∂t
+ vj

∂π′

∂xj
+
∂v′i
∂xi

= 0 (3.11a)

∂v′i
∂t

+ vj
∂v′i
∂xj

+ v′j
∂vi
∂xj

+ c2∂π
′

∂xi
= fi (3.11b)

where f vi is simply written fi.

3.3 Calculation of the vector Green functions

Since (3.11a)-(3.11b) is a linear di�erential system, the Green's functions technique is well
suited. According to Du�y[26], one has to �nd a set of vectorial functions {Πn, Vni, 0 ≤
n ≤ 3} satisfying,

∂Πn

∂t
+ vj

∂Πn

∂xj
+
∂Vni
∂xi

= δ(x− y)δ(t− t1)δ0n (3.12a)

∂Vni
∂t

+ vj
∂Vni
∂xj

+ Vnj
∂vi
∂xj

+ c2∂Πn

∂xi
= δ(x− y)δ(t− t1)δin (3.12b)

where δ is the Dirac distribution and δin is the Kronecker delta. Note that indices i and
j are associated with the space dimension 1 ≤ i, j ≤ 3, while n is linked to the number
of scalar equations in system (3.9). Since there is no source term in (3.11a), Π0 = 0 and
V0i = 0 for 1 ≤ i ≤ 3. The acoustic pressure π′ is directly related to the source terms
through the following integral,

π′(x, t) =

∫
t1

∫
y

Πn(x,y, t− t1)fn(y, t1)dydt1 (3.13)

The vector Green's functions in the absence of a mean �ow are now derived. Physically,
refraction due to the jet shear layer or any external �ow surrounding the shocked jet is
thus neglected. This approximation is discussed further in Chapter 5. The speed of sound
is constant in the present case and c = c∞. Mathematically, the mean velocity components
are set to vj = 0 in (3.11a)-(3.11b), and the system is reduced to,

∂π′

∂t
+
∂v′i
∂xi

= 0 (3.14a)

∂v′i
∂t

+ c2
∞
∂π′

∂xi
= fi (3.14b)

System (3.14) describes the propagation of an acoustic perturbation due to a source
term fi in a medium at rest. The velocity �uctuations may be eliminated by combining
(3.14a) and (3.14b) into,

∂

∂t
(3.14a)− ∂

∂xi
(3.14b) =

∂2π′

∂t2
− c2

∞∆π′ = −∂fi
∂xi

(3.15)
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3.3. CALCULATION OF THE VECTOR GREEN FUNCTIONS

to form the well-known d'Alembert wave operator equation, and where −∇ · f is a force
source term. What is shown here, is that the pressure perturbation π′ satis�es a set
of ordinary di�erential equations (the LEE) as well as a wave equation. The free �eld
Green's function g0(x, t|y, t1) associated with the wave equation satis�es

∂2g0

∂t2
− c2

∞∆g0 = δ(x− y)δ(t− t1) (3.16)

This is the response of the medium at location x and time t for a pulse emitted at location
y and time t1. This function is given by [26],

g0(x, t|y, t1) =
δ(t− t1 − |x− y|/c∞)

4π|x− y|c2
∞

(3.17)

and the formal solution to (3.16) can be expressed as,

π′(x, t) = −
∫
t1

∫
y

g0(x,y, t− t1)∇ · f(y, t1)dydt1 (3.18)

Using properties of the convolution product, the divergence operator can be applied to
the Green's function,

π′(x, t) =

∫
t1

∫
y

(
∂g0

∂yn
(x,y, t− t1)

)
fn(y, t1)dydt1 (3.19)

Direct comparison between (3.13) and (3.19) provides,

Πn(x,y, t− t1) =
∂g0

∂yn
(x,y, t− t1) (3.20)

This equation relates the vector Green's functions Πn of the LEE to the free �eld Green's
function g0 of the wave equation. The next calculations are performed in the frequency
domain. The following convention is used for the Fourier transform,

h(ω) =

∫ +∞

−∞
h(t)e−iωtdt h(t) =

1

2π

∫ +∞

−∞
h(ω)eiωtdω (3.21)

where h(t) is a time signal and h(ω) is its Fourier transform. In the frequency domain,
the vector Green's functions are given by,

Πn(x,y, ω) =
∂g0

∂yn
(x,y, ω) (3.22)

The free �eld Green's function in the frequency domain is straightforwardly computed,

g0(x,y, ω) =
e−iω

|x−y|
c∞

4πc2
∞|x− y|

(3.23)

After some algebra (details are reported in Appendix B.1), it can be shown that the
Green's functions associated with the initial LEE system is,

Πn(x,y, ω) =
e−iω|x−y|/c∞

4πc2
∞

iω

c∞

xn
|x|2

(3.24)
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This expression relies on a far �eld approximation. The observation distance |x| is as-
sumed to be much larger than the size of the source domain |y|, that is |y|/|x| � 1,
corresponding to the geometric far �eld assumption. Moreover, the observation distance
is also much larger than the characteristic wavelength. For a nozzle diameter D = 0.038m
at a jet Mach number Mj = 1.15, the lowest frequency of interest is around f = 1000Hz,
which corresponds to a wavelength λ = c/f ≈ 10D. Typical distances of observation range
from 50D to 100D so that the acoustic far �eld condition is clearly met

Since π′ is now known, π can be expanded asymptotically assuming small perturba-
tions,

π =
1

γ
ln

(
p+ ps + pt + p′

p∞

)
= π +

1

γ

(
ps
p∞

+
pt
p∞

+
p′

p∞

)
(3.25)

Comparing (3.25) with the original expression of π leads to the approximation p′ = γp∞π
′

and recalling that c2
∞ = γp∞/ρ∞ gives p′ = ρ∞c

2
∞π
′. The �nal expression for the acoustic

pressure as a function of the Green's functions and the source terms is

p′(x, t) = ρ∞c
2
∞

∫
t1

∫
y

Πn(x,y, t− t1)fn(y, t1) dy dt1 (3.26)

3.4 Estimation of the pressure correlation function

In this section, the pressure correlation function Rpp is formally derived. The pressure
signal is treated as a random, time-dependent, signal. Physically, N acoustic pressure
measurements will give N di�erent spectra, but the signal is assumed to be stationary,
which means that its statistical properties are constant over time. Mathematically, the
kth realization of this process is

p(k)(x, t) = ρ∞c
2
∞

∫
t1

∫
y

Πn(x,y, t− t1)f (k)
n (y, t1) dy dt1 (3.27)

The randomness of the signal is due to the source terms, not to the deterministic Green's
functions. It is more convenient to make use of the spectral Green's functions in (3.27),
so that the acoustic pressure is given by

p(k)(x, t) =
ρ∞c

2
∞

2π

∫
t1

∫
y

∫
ω

Πn(x,y, ω)f (k)
n (y, t1)eiω(t−t1)dωdydt1 (3.28)

The pressure correlation function over time is obtained by taking the following ensemble
average,

Rpp(x, τ) =< p(k)(x, t)p∗(k)(x, t+ τ) >

= lim
N→+∞

1

N

N∑
k=1

p(k)(x, t)p∗(k)(x, t+ τ)
(3.29)

where the star superscript stands for a complex conjugate. Replacing the pressure terms
by their explicit expressions, the pressure correlation function is given by

Rpp(x, τ) =

(
ρ∞c

2
∞

2π

)2 ∫
...

∫
Πn(x,y1, ω1)Π∗m(x,y2, ω2) < fn(y1, t1)fm(y2, t2) > ×...

ei[ω1(t−t1)−ω2(t+τ−t2)]dω1dω2dy1dy2dt1dt2
(3.30)
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3.5. ESTIMATION OF THE POWER SPECTRAL DENSITY

In this expression, the time variable t can take any value. It will have no in�uence on the
�nal result as will be shown below, thanks to the statistical stationarity of the signals.

3.5 Estimation of the Power Spectral Density

The Power Spectral Density (PSD) is the time Fourier transform of Rpp(x, τ). One has,

Spp(x, ω) =

(
ρ∞c

2
∞

2π

)2 ∫
...

∫
Πn(x,y1, ω1)Π∗m(x,y2, ω2) < fn(y1, t1)fm(y2, t2) > ×...

ei[ω1(t−t1)−ω2(t−t2)−(ω+ω2)τ ]dω1dω2dy1dy2dt1dt2dτ
(3.31)

The integration over τ and ω2 are straightforward. Moreover, the change of variables,

(t1, t2) 7→

{
t1 = t1

τ = t2 − t1
(3.32)

completes the integration over t2. The PSD is given by,

Spp(x, ω) =
(ρ∞c

2
∞)2

2π

∫
...

∫
Πn(x,y1, ω1)Π∗m(x,y2,−ω) < fn(y1, t1)fm(y2, t1 + τ) > ×...

ei[−(ω1+ω)t1+ω1t+ω(t−τ)]dω1dy1dy2dt1dτ
(3.33)

Since the sources are stationary, their correlation function depends only on location and
time di�erence, i.e.

< fn(y1, t1)fm(y2, t1 + τ) > = Rnm(y1,η, τ) (3.34)

where η = y2 − y1 is the vector joining two sources. The notations are illustrated in
Figure 3.1. Substitution of this expression into the PSD and integrating over t1 and ω1

gives,

Spp(x, ω) = (ρ∞c
2
∞)2

∫
...

∫
Πn(x,y1,−ω)Π∗m(x,y1 + η,−ω)Rnm(y1,η, τ)e−iωτdy1dηdτ

(3.35)
Using an asymptotic expansion of the vector Green's functions (details in Appendix

B.2) with respect to η, one has

Π∗m(x,y + η,−ω) w Π∗m(x,y,−ω)ei
ω

c∞
x.η
|x−y| (3.36)

The exponential factor is the phase factor accounting for the retarded time di�erence for
an observer located at x and two source terms located at y1 and y1 + η. Substitution of
this expression into the PSD,

Spp(x, ω) =
ρ2
∞ω

2

16π2c2
∞

1

R2

∫
...

∫
xnxm
R2

Rnm(y1,η, τ)eiω( 1
c∞

x.η
R
−τ)dy1dηdτ (3.37)

where |x − y| ≈ |x| = R. The computation of Spp requires Rnm to be known, which is
the subject of the next section.
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Source volume

Figure 3.1: Illustration of the in-
tegration variables for the PSD

3.6 Estimation of the source term correlation

The initial expression for the source terms in (3.11b) is

fi = −vsj
∂vti
∂xj
− vtj

∂vsi
∂xj

(3.38)

According to the continuity for the shock-cell structure,

vj
∂πs
∂xj

+
∂vsi
∂xi

= 0 (3.39)

which gives,
vsi ∼ vπs (3.40)

Using dimensional analysis and the previous equation,

fi ∼ vπs
vti
l

+ vπs
vtj
l

(3.41)

where l is the local characteristic length scale of turbulence in the streamwise direction.
Turbulence will be modeled using a classical two-equation turbulence model, for which
anisotropic e�ects are di�cult to correctly capture. Assuming that the BBSAN source
terms are isotropic appears to be a reasonable level of approximation. Therefore,

fi(y1, t) = f(y1, t) for 1 ≤ i ≤ 3 (3.42)

Finally,

f(y1, t) =
ps(y1)vt(y1, t)

ρ∞c∞l(y1)
(3.43)

The source terms being isotropic, so is the correlation function. Hence Rnm(y1, η, τ) =
Riso(y1, η, τ) for n = m and there is no contribution of the terms for n 6= m. As a result,

xnxm
R2

Rnm(y1,η, τ) =
x2

1 + x2
2 + x2

3

R2
Riso(y1,η, τ) = Riso(y1,η, τ) (3.44)

Con�dentiel Industrie



56/151

Con�dentiel Industrie

3.6. ESTIMATION OF THE SOURCE TERM CORRELATION

cτ cl c⊥

Tam [84] 0.233 0.256 1
Morris & Miller (screeched jet) [56, 57] 1.25 3.25 0.30
Morris & Miller (un-screeched jet) [56, 57] 0.85 3.00 0.30

Table 3.1: Scaling constants for the correlation function Rv

Inserting (3.43) into (3.34),

Riso(y1, η, τ) =
ps(y1)ps(y1 + η)

ρ2
∞c

2
∞l(y1)2

< vt(y1, t1)vt(y1 + η, t1 + τ) > (3.45)

where the ensemble average < > applies only on unsteady terms and l was considered
as constant over the distance η. ps will be determined directly from the RANS calcula-
tion, whereas < vt(y1, t1)vt(y1 + η, t1 + τ) > requires some modeling. It represents the
correlation of the turbulent velocity �uctuations and is modeled after Tam [84] by,

Rv(y1,η, τ) = k(y1) exp

[
− |ξ|
ucτs

− (ξ − ucτ)2

l2
− γ2 + ζ2

l2⊥

]
(3.46)

where η = (ξ, γ, ζ) is the distance between two source terms, k is the turbulence kinetic
energy, τs is the characteristic time scale of turbulence and l⊥ is the characteristic length
scale of turbulence in the cross stream direction, uc is the local convection velocity. This
expression was chosen because it makes the analytical computation of Spp easier. Morris
& Miller [56, 57] and Miller & Morris [50, 53, 52] used an alternative form, but this
resulted in more complex analytical calculations afterwards: they had to compute the
Fourier transform of the static pressure along the jet axis, which may be cumbersome in
some cases. The isotropic correlation is now given by,

Riso(y1,η, τ) = k(y1)
ps(y1)ps(y1 + η)

ρ2
∞c

2
∞l(y1)2

exp

[
− |ξ|
ucτs

− (ξ − ucτ)2

l2
− γ2 + ζ2

l2⊥

]
(3.47)

The characteristic scales are determined thanks to the RANS calculation of the jet �ow.
Using dimensional analysis, Tam [84] suggested that,

τs = cτ
k

ε
l = cl

k3/2

ε
l⊥ = c⊥l (3.48)

where cτ , cl and c⊥ are constants. Several sets of constants were tried, they are shown in
Table 3.1. The constants proposed by Morris and Miller for a screeched jet were �nally
retained.

The �nal expression for the PSD is determined by substitution of (3.47) into (3.37)
and integrating over τ at �xed ξ, giving

Spp(x, ω) =
ω2

16π
√
πc4
∞R

2

∫
y

∫
η

k

luc
exp

(
−ω

2

4

l2

u2
c

)
ps(y)ps(y + η)× ...

exp

(
−iωξ

uc

)
exp

[
− |ξ|
ucτs

− γ2 + ζ2

l2⊥

]
exp

(
i
ω

c∞

x1ξ + x2γ + x3ζ

R

)
dηdy

(3.49)
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3.7 Implementation

Equation (3.49) consists in a double spatial integral over the BBSAN source domain,
that is the jet �ow. It is implemented in Fortran 90. The shock pressure ps is given
by subtracting the ambient pressure from the computed static pressure in the jet. The
convection velocity is approximated by the local mean velocity.

A �ow chart describes the structure of the BBSAN code, see Figure 3.2. In order
to reduce computation times, some numerical �lters are used. For example, cells where
k < 900 m2.s−2 are not included in the calculation, because they are not expected to
contribute signi�cantly to BBSAN.

3.8 Conclusion

Following the work of Morris & Miller [57], a model has been developed to predict BBSAN
from a statistical approach. A convenient decomposition of the LEE exhibited the sources
of BBSAN, as the interaction of shocks and turbulence. These elements are known through
a RANS calculation, and propagation of sound is achieved with the free �eld Green's
function.

At this stage, the main di�erence with Morris and Miller's model [56] is that the
Fourier transform of the static pressure along the jet axis has not been used here. Morris
and Miller argued that this resulted in a simpler numerical implementation, which is true,
because it simpli�es the �nal expression for the PSD: the PSD here requires the evaluation
of 6 spatial integrals, whereas Morris and Miller only use 3 spatial integrals and one along
the spatial wave number.

It should be noted that computing the Fourier transform with a fast algorithm such as
FFT requires an equally spaced mesh in the jet direction. If the original CFD mesh does
not meet this requirement, it is possible to interpolate the original mesh to a regular grid,
as Morris and Miller did. Consequently, the Morris and Miller's approach is probably
more e�cient for academic con�gurations. On the other hand, industrial geometries are
dual-stream and include a plug (a cone-shaped part in the center of the primary �ow).
Then, the �ows are not parallel to the jet axis but follow the plug slopes. The FFT
technique may not be so pro�cient then, compared to the approach described here.

The next chapter deals with the application of the model, from the RANS computation
of the mean turbulent �ow, to the comparison of calculated spectra with measurements.
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3.8. CONCLUSION
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Read limiters

Read constants

Read case file
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Read aerodynamic 

files
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x 2

Spectra
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Figure 3.2: Structure of the acoustic program
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Chapter 4

BBSAN of static jets

This chapter describes the aerodynamic and acoustic results concerning static single-
stream jets without refraction e�ects. This is the �rst step in assessing the model on more
complex con�gurations. The computational case is described �rst, then the numerical
choices are presented. Aerodynamic results are shown and compared to measurements to
ensure the validity of the calculation. Finally the correlation of acoustic predictions with
measurements is discussed.

4.1 Case description

Single-stream jets are typical academic con�gurations. A thorough test campaign has been
conducted at Ecole Centrale de Lyon by André et al. [5, 6, 4] to characterize BBSAN
and �ight e�ects. Measurements include aerodynamic quantities (static pressure, Particle
Image Velocimetry, Schlieren imaging) as well as acoustic data (near and far �eld spectra).
The case presented here is a convergent nozzle, whose exit diameter is D = 0.038 m. The
nozzle lines are presented in Figure 4.1. The jet issuing from this nozzle will be computed
with RANS CFD at Mach numbers ranging from Mj = 1.0 to Mj = 1.5.

0 2 4 6
−0.1

−0.05

0

0.05

0.1

x/D

y/
D

Figure 4.1: Geometry of the single-stream
nozzle
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4.2. AERODYNAMIC PREPROCESSING

4.2 Aerodynamic preprocessing

The classical steps involved in the preprocessing of an aerodynamic calculation are de-
scribed here. They are: the choice of a mesh topology, grid generation, boundary condi-
tions and the numerical procedure.

4.2.1 Mesh topology

The mesh is a 2D axisymmetric multi-block structured mesh: it is composed of several
blocks, each block being structured. Any node is represented by a unique set of integers
(i, j). As a result, the neighboring nodes are simply given by shifting i or j by ±1. This
makes the implementation of numerical spatial schemes easier than in an unstructured
case. The drawback is that it usually takes longer to mesh a complex geometry with a
structured mesh.

The multi-block structure is shown in Figure 4.2. It is a closeup of the nozzle lip.
The nozzle is in black (it is not meshed), whereas each colored part indicates a speci�c
block. The nozzle lip is a strong generator of instabilities, because the internal and
external �ows traveling at di�erent speeds meet at this point. As a result, instabilities
form and are convected downstream. It is not possible to render this phenomenon in a
RANS simulation, because it only computes the steady part of the �ow. As a result,
if instabilities appear in the RANS calculation, they will not be physical and will even
prevent the calculation from converging. This is why the nozzle lip was meshed using a
C-grid topology, as shown by the yellow block in Figure 4.2. This topology was found to
be more robust to deal with lip instabilities.

Figure 4.2: Closeup of the C-grid topology at the nozzle
lip

The domain size is set to prevent any re�ection problem at the boundaries. It typically
extends 50D downstream of the nozzle exit and extends 20D radially. The nozzle exit is
located at x/D = 0 and the axis of symmetry is y/D = 0.
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4.2.2 Grid generation

The grid is generated using ICEM software by ANSYS. The size of the cells in a given
region is determined by the physical phenomenon to be captured.

Axial direction

In the �rst diameters downstream of the jet exit, it is essential to correctly capture the
location of the shocks and their amplitude. This determines the cell size in the axial
direction in the shock region, set to

10−5 ≤ ∆x

D
≤ 10−1,

∆y

D
' 10−3 (4.1)

where ∆x is the cell size in the jet direction. The smallest cells are obviously located close
to the nozzle exit, and there are 30 points per shock-cell for the �rst shock-cells.

Radial direction

In the radial direction, there are two phenomena to be captured: the mixing layer between
the jet and the ambient medium, and the boundary layer on the inside and outside of the
nozzle.

To correctly capture a boundary layer, the driving parameters are the number of points
in the radial direction and the distance to the wall from the �rst node. A common practice
is to take at least 20 points in the boundary layer, which was done here. The distance
to the wall from the �rst node is determined using a dimensionless distance to the wall
de�ned by

y+ =
yvτ
ν

=
y

ν/vτ
(4.2)

where vτ is the friction velocity and ν is the �uid viscosity. Bailly and Comte-Bellot [12]
state that

vτ
v∞
' 4% (4.3)

where v∞ is the free stream velocity. The classical rule is to impose a dimensionless value
y+ = 1 for the �rst cell height, which leads to the physical size

y =
ν

0.04v∞
(4.4)

for the �rst cell height. For a typical �ow velocity of 300m/s in the nozzle, this leads to
y = 1.25× 10−6m.

A su�cient number of points should be used in the developing mixing layer as well.
Candel [17] relates the mixing layer width δ to the axial position in the jet by,

δ

D
= 0.153

( x
D

)
+ 0.002 (4.5)

For instance, at x/D = 1, δ/D ' 15/100. At least 20 points were used in the mixing
layer region and the typical cell height was set to ∆y/D = 10−3.

Applying the aforementioned criteria produces a mesh containing approximately 150
000 nodes.
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4.2.3 Boundary conditions

The di�erent boundaries are shown in Figure 4.3. Boundary A is the nozzle inlet and
boundary B is the inlet for the external �ow. For these boundaries, the conditions are
given by the stagnation pressure and enthalpy, that are directly related to the operating
conditions. The boundary value of (ρk)∞ and (ρω)∞ should also be speci�ed for turbulence
to be generated. For this, the turbulence intensity Ik is de�ned as

Ik =

√
v′2

v∞
=

√
2/3k

v∞
(4.6)

Here, v∞ represents the velocity at the nozzle inlet, before the �ow is accelerated. It is
determined with the area-Mach law given in the �rst chapter. Ik simply compares the
turbulent velocity �uctuations with the mean velocity v∞. The assumption is made that
Ik ' 10% in the nozzle. This value gives good results for the development of turbulence
in the jet as will be seen later on. For the external �ow, Ik is consistently set to a smaller
value of 1%. Then, (ρk)∞ is found using,

(ρk)∞ =
3

2
ρ∞v

2
∞I

2
k (4.7)

(ρω)∞ is estimated with,

(ρω)∞ =
ρ∞(ρk)∞

µt
(4.8)

where µt∞ is the user-de�ned eddy viscosity at the nozzle inlet. In elsA, the initial eddy
viscosity for the whole �ow �eld is set as a fraction of the �uid viscosity, i.e. the user sets
the ratio µt∞/µ. A parametric study was conducted and the best results were obtained
for µt∞/µ = 100 at the nozzle inlet and µt∞/µ = 50 at the inlet of the external domain.

The stagnation conditions at boundary B obviously depend on the speed of the external
�ow surrounding the jet, if any. Strictly speaking, since static jets are considered here,
there is no in�ow at boundary B. Nonetheless, for numerical reasons, it is not possible
to use a null velocity at boundary B. This would make the calculation unstable. The
workaround is to use a numerical co�ow, with a small Mach number Mco�ow compared to
the jet Mach number. This numerical artifact has an experimental counterpart: in a test
facility, when the jet exits in a quiescent medium, the ambient air surrounding the jet is
sucked in, thus inducing a slow co�ow as well. The value given to Mco�ow is determined
in Section 4.2.4.

For regions C and D, a pressure boundary condition is applied, and an axis condition
is applied to region E. The walls of the nozzle have an adiabatic wall boundary condition.

4.2.4 Numerical procedure

The calculation is organized around three main steps.

Step 1: computation of a laminar solution

The initial �eld is uniform (the Mach number is set to 0.3 everywhere), the aerodynamic
variables are set to their free stream values. The �aw of this initial �eld is that it does
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Nozzle

A

B

C

D

E

Figure 4.3: Region of application of boundary con-
ditions

not satisfy the conservation laws (the �ow is uniform throughout the nozzle, which is
physically impossible). Nonetheless, it is not possible to create a more realistic �eld from
scratch with the available tools. Directly solving the turbulent RANS problem from this
�eld often leads to divergence, especially for supersonic �ows, so a laminar solution is
computed at �rst. The slope limiter in the Roe scheme is set to null and 5 000 iterations
are performed. This results in a laminar �eld with consistent velocity pro�les in the
nozzle. Since there is no turbulence, the jet development is not realistic in this step but
this is the purpose of the next step. It is sometimes possible to skip this step and directly
compute a turbulent �eld (step 2).

Step 2: approximation of the RANS solution

Starting from the previously computed �eld, a second calculation of 20 000 iterations is
performed. The turbulence model is switched on (a k−ω−SST model is used), the slope
limiter is still null and the co�ow is set to a target value (Mco�ow = 0.03 for a static case).
At the end of this step, the jet is properly developed, though the aerodynamic variables
are over-damped by the null slope limiter.

Step 3: �nal step

The slope limiter is switched to Van Albada which is much softer: the shock-cell damping
is reduced and the cells may shift a little bit axially. The numerical co�ow may still be
reduced if necessary. After 10 000 iterations, convergence is reached.

4.3 Aerodynamic results

The numerical procedure is applied to the case described in Section 4.1. Results concern
Schlieren visualizations, static pressure pro�les, turbulence pro�les, Mach number and
shock-cell evolution. These numerical results are compared with measurements by André
[3], and good agreement is found. This is essential, because the acoustic model will be
based on this data.
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4.3.1 Schlieren visualization

Schlieren imaging is an experimental technique which allows to capture density gradient
variations. Schlieren visualization is very convenient to show the shock-cell structure of
the jet and its evolution with Mj. Numerically, Schlieren can be mimicked by plotting
the norm of the density gradient.

Case Mj = 1.15

In Figure 4.4, Schlieren visualization for a jet at Mj = 1.15 is shown. The calculation is
in the upper part, and the measurement in the lower part. The jet �ows from left to right
and color gradients represent density gradients in the jet. The overall agreement is good.

(a)

(b)
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y
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Figure 4.4: Average view of Schlieren images of a Mj =
1.15 jet. (a): calculation (b): measurement [7]

Case Mj = 1.35

Comparing Figure 4.4 with Figure 4.5, where aMj = 1.35 jet is shown, provides insightful
information. The shock-cells lengthen in the second case and the shocks become stronger.
The free jet boundary is also altered: the angle of the expansion fan at the nozzle exit
increases when increasing Mj. The free jet boundary in the �rst shock-cell bends and
results in a barrel-like shape. The strength of the shocks decreases downstream, so that
the next shock-cells look like those for the Mj = 1.15 jet.

Case Mj = 1.5

The last comparison concerns aMj = 1.5 underexpanded jet. The shocks are even stronger
than in the previous case, and the barrel shape of the �rst shock-cell is more visible. The
angle of the expansion fan attached to the nozzle lip is increased. In the �rst cell, the
intersection of the intercepting shock, the Mach disk and the re�ected shock form a triple
point. It is clearly visible on the measurement, but in the calculation the Mach disk is
damped.
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Figure 4.5: Average view of Schlieren images of a Mj =
1.35 jet. (a): calculation (b): measurement [7]

(a)

(b)

2 3 410
x/D

0.5

-0.5

0

0.5

-0.5

0

y
/D

y
/D

Figure 4.6: Average view of Schlieren images of a Mj =
1.5 jet. (a): calculation (b): measurement [7]
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4.3.2 Static pressure

The static pressure is an essential quantitative variable: it is a direct input for the acoustic
model. It also characterizes the spatial structure of shocks as well as their strength. The
calculations are compared to measurements made by André [3]. First of all, it should be
noted that measuring the total and static pressure in a supersonic jet cannot be done
using a classical Pitot tube. Indeed, when using a Pitot tube in a supersonic �ow, a shock
will form ahead of the probe. Without any other modi�cation, this results in an incorrect
value for the total pressure measured at the tip of the tube. This issue was addressed
by Pinckney [64] and Norum & Seiner [60]. They both designed conical shaped probes,
accounting for the shock forming ahead of the probe. Similar designs were used by André
for the measurements at ECL. Another speci�city of these probes is that their operating
conditions are limited to a supersonic �ow, which means that they will produce incorrect
results for transonic �ows. More information on the probes can be found in reference [3].

Case Mj = 1.15

The case of a Mj = 1.15 jet is examined �rst. The static pressure on the jet axis is
shown in Figure 4.7, where measurements and calculations are compared. The agreement
is excellent. The shock locations are correctly predicted by the calculation. The trend
in amplitude decay is similar between measurements and calculation, though the CFD
solution slightly overestimates the shock damping. Numerical dissipation is probably
responsible for this di�erence. It should be noted that the presence of shocks in the
jet �ow requires some numerical dissipation to be added on purpose. This is the role
of the limiter used with the Roe scheme. The numerical dissipation should be strong
enough to ensure the convergence of the calculation, but as low as possible not to �atten
the shocks. For x/D > 6, pstat/p∞ tends to unity in the calculation and to a lower
value experimentally, which may look surprising. This di�erence probably stems from the
pressure probe: it is designed to work at supersonic Mach numbers, and for x/D > 6 the
�ow becomes transonic. Hence, far downstream the probe is out of its operating range,
which may explain the di�erence.

Radial pro�les are shown in Figures 4.8, 4.9, and 4.10, at respectively x/D = 0.157,
x/D = 0.342, and x/D = 0.528. The overall agreement is very good. A systematic
discrepancy is observed at y/D = 0.4. It is believed that this is due to a �ow-probe
interaction: at this position, the probe is close enough to the mixing layer, so that the
shock at the probe tip may reach the mixing layer, re�ect on it, and interact downstream
with the probe, thus creating such discrepancies. When exiting the jet, the static pressure
reaches the ambient pressure in both calculation and measurements, which is consistent.

Case Mj = 1.35

The case Mj = 1.35 is shown in Figure 4.11. The shock-cells are longer than in the
previous case, and the shocks are stronger: measured values of pstat/p∞ peak around 1.1
for Mj = 1.15, whereas the peak value for Mj = 1.35 is more than 1.4. As before, the
freestream experimental value of pstat/p∞ is shifted with respect to the calculation.
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Figure 4.7: Static pressure on the jet axis, Mj = 1.15.
calculations, t measurements
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Figure 4.8: adial pro�les of static pres-
sure, Mj = 1.15, x/D = 0.157.
calculations, t measurements
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Figure 4.9: Radial pro�les of static pres-
sure, Mj = 1.15, x/D = 0.342.
calculations, t measurements
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Figure 4.10: Radial pro�les of static pres-
sure, Mj = 1.15, x/D = 0.528. cal-
culations, t measurements
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Figure 4.11: Static pressure on the jet axis, Mj = 1.35.
calculations, t measurements
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4.3.3 Turbulence

Since the calculations use a k − ω − SST turbulence model, turbulence is assumed to be
locally isotropic. The velocity �uctuations in the RANS calculation are given by,

v′x =

√
2

3
k (4.9)

This is the velocity �uctuation used for comparison with measurements. Substantial
research has been conducted on turbulence in jets. Davies et al. [24] studied subsonic jets
atMj < 0.6 with hot-wire measurements. Fleury [31] used PIV to characterize turbulence
in subsonic jets at Mj = 0.6 and Mj = 0.9. Morris and Zaman [58] studied the statistical
properties of turbulence (second and fourth order velocity correlations, length scales) of
a jet at Mj = 0.26. Lau et al. [41] used laser velocimeter and hot-wire anemometer
techniques, to obtain radial and center-line distributions of the axial and radial, mean
and �uctuating velocities.

The data provided by André and Lau et al. is used here for comparison. In the ECL
test campaign, mean and �uctuating velocity are acquired using PIV at Mj = 1.15 and
Mj = 1.35. Though the jet is operated in static conditions, a low speed external �ow
is used in the PIV measurements by André. This is achieved using a secondary nozzle,
coaxial to the main nozzle, as explained earlier in 1.3.1. The Mach number of the external
�ow isMext = 0.05. As detailed before, a numerical co�owMco�ow = 0.03 is set around the
jet. Since Mext and Mco�ow are the same order of magnitude, the results may be directly
compared.

Mext = 0.05 (17m/s) is also the typical speed of the �ow induced by a jet exhaust-
ing into still air in a closed facility such as CEPRA 19 (ONERA facility). Unpublished
work at Snecma shows that the e�ect of the induced �ow is to reduce jet noise by ap-
proximately 1 dB. Though negligible here, this phenomenon should be taken into account
when comparing acoustic measurements from open and closed wind facilities.

Case Mj = 1.15

The computed velocity �uctuations along the x-axis are now compared to PIV measure-
ments by André [3], for Mj = 1.15. The results are shown in Figure 4.12, the calculations
are in the upper part, the measurements in the lower part. Condensation formed in the
jet core during measurements, resulting in some unphysical values for v′x, from x/D = 3
near the jet axis. These values should be ignored for the comparison. Several observations
can be made.

From these two visualizations, turbulence clearly stems from the nozzle lip, located
at X/D = 0 and Y/D = 0.5. In the calculation, velocity �uctuations are very small
throughout the jet core, whereas shocks induce velocity �uctuations in the measurements.
One can distinguish the shock structure in the measurements but not in the calculations.
However, those �uctuations are small, compared to values in the mixing layer. The lower
part of the mixing layer is bent by the shocks, this is more visible in the measurements
than in the calculations. Turbulence spreads out a bit more rapidly in the calculations
than in the measurements.

Another indicator of velocity �uctuations compared to the jet velocity is given by

Con�dentiel Industrie



72/151

Con�dentiel Industrie

4.3. AERODYNAMIC RESULTS

x/D

y/
D

 

 

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

0 5 10 15 20 25 30 35 40 45 50

(a)

x/D

y/
D

 

 

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

0 5 10 15 20 25 30 35 40 45 50

(b)

Figure 4.12: Visualization of v′x (m/s), Mj = 1.15. (a) calculations, (b) measurements [3]

turbulence intensity, or turbulence rate, Ik, computed by

Ik =
v′x
Uj

(4.10)

where Uj is the isentropic jet velocity. Only axial velocity �uctuations are considered
here. Pro�les of the calculated turbulence rate on the jet axis are plotted in Figure
4.13. The axial distance is non-dimensionalized by the potential core length, as suggested
by Lau et al. [41]. The calculation is compared to measurements by Lau et al. only,
because condensation in the jet core at Mj = 1.15 in André's measurements prevents any
computation of Ik along the jet axis. Lau et al. investigated on jets at Mj = 0.9 and
Mj = 1.37. The supersonic jet is perfectly expanded, so no shock-turbulence interaction
is to be expected in their measurements. In Figure 4.13, Ik remains low till the end of the
potential core (x/xc < 1) and then sharply rises. Ik peaks around 13% at approximately
two potential core lengths, and then softly decreases.

The axial pro�le of Ik on the jet lip-line (y/D = 0.5) is shown in Figure 4.14. Both
calculation and measurements by André predict a rather �at evolution of Ik along the
x-axis, around a 15% value. The humps between X/D = 0 and X/D = 5 re�ect the
interaction of the shock-cell structure with the boundary layer. Fleury [31] observed a
similar �at evolution of Ik in the mixing-layer.

The radial pro�les of Ik are shown in Figure 4.15. The data are plotted versus the
non-dimensional parameter η∗ = (y − y0.5)/x as done by Lau et al. [41], where y0.5 is the
radial distance at which the velocity is half the velocity on the jet axis. Thus, η∗ = 0
corresponds to the half velocity point. Measurements include those by Lau et al. [41] and
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Figure 4.13: Axial turbulence rate on
the jet axis, Mj = 1.15. calcula-
tions, measurements [41]: t Mj =
0.9, t Mj = 1.37
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Figure 4.14: Axial turbulence rate,
y/D = 0.5, Mj = 1.15. calcula-
tions, measurements [3]

André [3] at various radial locations and for di�erent Mj. With this representation, all
data collapses pretty well. Ik peaks between 14% and 19% at η∗ = 0, the half-velocity
point. Comparison between calculations and measurements by André gives good results.
As noticed before, turbulence spreads out radially a bit more in the calculations than in
the measurements. The computed Ik is higher than the measured Ik for η∗ > 0.

Hence, the k−ω−SST model predicts realistic levels of Ik and a reasonable spreading
of the jet.

Case Mj = 1.35

The velocity �uctuations are presented in Figure 4.16 for Mj = 1.35. There is no conden-
sation at this operating condition so that the data by André [3] may be fully exploited.
It is clear from these visualizations that turbulence in the mixing layer is a�ected by the
presence of shock-cells: the mixing layer is bent by the shocks, and this is more visible in
the measurements. Turbulence extents are also increased compared to theMj = 1.15 case,
which may be explained by stronger velocity gradients in the mixing layer. Quantitative
information is provided in Figure 4.17 where the evolution of Ik on the jet axis is pre-
sented. Peaks of Ik are measured, whereas forward facing steps only are observed in the
calculation. The k−ω−SST turbulence model is not able to correctly predict the decrease
of Ik behind the shocks.

Ik is tracked along the lip line in Figure 4.18. The match between calculations and
measurement is good. Ik oscillates around 15% but with stronger amplitude than for
Mj = 1.15. The tip of the mixing layer, attached to the nozzle lip, is bent upward by
the strong expansion fan. As a result, points right after the nozzle exit (x/D < 1), on
the lip line (y/D = 0.5), are still in the jet core, rather than in the mixing layer. Farther
downstream (x/D > 1) on the lip line, points are in the mixing layer. This explains the
initial low value of Ik followed by a sharp rise.

The radial evolution of Ik is shown in Figure 4.19. Calculations at x/D = 2 and
x/D = 10 are compared to measurements by André at the same Mj and locations and
to measurements by Lau et al. at x/D = 2 and x/D = 4 with Mj = 1.37. The overall

Con�dentiel Industrie



74/151

Con�dentiel Industrie

4.3. AERODYNAMIC RESULTS

−0.2 −0.1 0 0.1
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

η*

I k

Figure 4.15: Radial pro�les of Ik versus η∗ = (y−y0.5)/x. Calculations atMj = 1.15:
x/D = 2, x/D = 12. Measurements at Mj = 0.9 [41]: t x/D = 2,t x/D = 12. Measurements at Mj = 1.15 [3]: t x/D = 2, t

x/D = 9.8
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Figure 4.16: Visualization of v′x (m/s), Mj = 1.35. (a) calculations, (b) measurements [3]
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Figure 4.17: Axial turbulence rate on the
jet axis, Mj = 1.35. calculations,

measurements [3]
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Figure 4.18: Axial turbulence rate, y/D =
0.5, Mj = 1.35. calculations,
measurements [3]
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Figure 4.19: Radial pro�les of Ik versus η∗ = (y−y0.5)/x. Calculations atMj = 1.35:
x/D = 2, x/D = 10. Measurements at Mj = 1.37 [41]: t

x/D = 2, t x/D = 4. Measurements at Mj = 1.35 [3]: t x/D = 2,t x/D = 10
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collapse of data is good. There is no clear trend when changing Mj or x/D, but a general
conclusion would be that Ik decreases when increasing Mj and moving downstream.

4.3.4 Mach number

The evolution of the local Mach number at Mj = 1.15 is shown in Figure 4.20. The
iso-lines M = 1 are also plotted. It is interesting to notice that the whole jet remains
supersonic up to x/D = 7, except in the �rst shock-cell, where a small subsonic region
exists, behind a normal shock. There are no subsonic regions in the next cells, that is no
normal shock. This is because normal shocks are strong shocks, and the shocks in the
downstream cells are rather weak.
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0y
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Figure 4.20: Visualization of the Mach number at Mj = 1.15, with iso-lines M = 1

The evolution of the Mach number on the jet axis forMj = 1.15 is presented in Figure
4.21. The calculation is compared to measurements. Experimentally, the Mach number
is determined with a pressure probe, from the static and total pressure. The local Mach
number oscillates around the isentropic jet Mach number Mj = 1.15 in the shock-cells.
After the last shock-cell, the jet Mach number equals Mj in the calculation.

4.3.5 Length and strength of the shock-cells

The evolution of the non-dimensional, individual shock-cell length Ls/βD is shown in
Figure 4.22, for measurements and calculations. The global trend is a decrease in the
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Figure 4.21: Mach number on the jet axis, Mj = 1.15.
calculations, measurements
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shock-cell length when the shock number increases. This comes from the gradual destruc-
tion of the periodic structure by turbulence. A linear regression on the measurements
was performed and it lead to Ls = 1.325βD for the �rst shock, and a decay of 0.044βD
per shock. The regression �ts both measurements and calculations correctly. Hence, the
length of the nth shock-cell may be approximated by,

Ln = 1.325βD − 0.044(n− 1)βD (4.11)

which compares favorably to the expression proposed by Harper-Bourne & Fisher [33].
Shock-cell strength in a cell is de�ned after Seiner & Norum [75] by,

shock-cell strength =
pM − pm
pm

(4.12)

where pM and pm are respectively the maximum and minimum static pressure in a given
cell. The study of shock strengths provides information on the amplitude of BBSAN
sources. Indeed, according to Harper-Bourne & Fisher [33] those two variables are directly
proportional. Shock-cell strengths have been computed for the calculations and the results
are shown in Figure 4.23. As expected, shocks are stronger for Mj = 1.35 than for Mj =
1.15, which is logical because the pressure mismatch in the jet is higher atMj = 1.35. For
a given Mj, shock strength decreases downstream: as for shock-cell length, turbulence in
the mixing-layer weakens downstream shocks.
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Figure 4.22: Shock-cell length versus
shock-number. Measurements: t
Mj = 1.15, t Mj = 1.35. Cal-
culations: t Mj = 1.15, t
Mj = 1.35
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Figure 4.23: Calculated shock stength:t Mj = 1.15, t Mj = 1.35

4.3.6 Discussion

RANS calculations of supersonic shocked jets in static conditions have been extensively
compared to measurements. The overall agreement is good, especially for the shock
location and strength. Turbulence levels are also realistic. This provides a solid basis to
use this data as input for the acoustic model, as will be done in the next section.
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Figure 4.24: SPLs at Mj = 1.15, θ = 110◦ for various
grid parameters nI ×nJ . : 250× 25, : 250×
50, · · · : 250 × 100, +: 150 × 50, d : 350 × 50
measurements [3]

4.4 Acoustic results

The BBSAN model developed in Chapter 3 is applied to the cases described above. First,
a grid convergence study is carried out, to determine the best grid parameters. Then, the
model is assessed at two Mj. SPLS are computed and compared to measurements, and
visualization of acoustics sources are shown.

4.4.1 Grid convergence

The spatial integration described in Equation (3.49) is not carried out on the entire CFD
domain. Indeed, integration is restricted to 0 ≤ x/D ≤ 10 and 0 ≤ y/D ≤ 1, where
BBSAN sources are expected to be located. As for any numerical integration, the number
of grid points has an in�uence on the �nal result. The in�uence of the number of grid
points is shown in Figure 4.24. Computed SPLs at Mj = 1.15 and θ = 110◦ are shown
and compared to measurements. There are nI points along the jet axis, and nJ points in
the radial direction.

First, consider the curves with �xed nI (nI = 250) and varying nJ . This exhibits
the in�uence of the mixing layer discretization, where shocks interact with turbulence.
nJ = 50 is a good compromise to reach convergence: nJ = 25 is clearly not su�cient,
whereas nJ = 100 does not change signi�cantly the SPL. For a more general approach, δ,
the average mixing layer width between 0 ≤ x/D ≤ 8 is computed. Then, the number of
grid points in the mixing-layer nδ is,

nδ = nJ
δ

D
= 38 (4.13)

Such a number of points su�ces to reach grid convergence in the radial direction.
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Now, consider the curves at �xed nJ (nJ = 50), with varying nI . This isolates the
in�uence of shock-cell discretization. Convergence is reached for nI = 250. In the calcu-
lations at Mj = 1.15, shock-cells extend up to x/D = 6 and there are 9 shock-cells, see
Figure 4.7. Thus the average shock-cell length is Ls/D ' 0.67. For nI = 250, this means
that there are approximately 16 grid points per shock-cell.

These criteria are used for subsequent calculations.

4.4.2 Results

Case Mj = 1.15

The �rst results concern a jet at Mj = 1.15. This Mach number is a typical value of
the secondary stream of a civil engine. The PSDs were computed using Equation (3.49).
A Strouhal representation is used: let fc = uj/D be a characteristic frequency of the
jet, then the frequencies (in Hertz) are divided by fc to get a Strouhal representation.
A 10 log10(fc) factor is added to the PSDs: the PSDs are in dB/St and energy is thus
preserved.

Four observation angles Φ (inlet angle, Φ = π − θ) were computed, from the up-
stream to the downstream direction. PSDs are shown in Figure 4.25, and calculations are
compared to measurements by André [3]. The �rst encouraging result is that the peak fre-
quency is correctly captured numerically for all observer locations: fp increases with inlet
angle, both experimentally and numerically. Experimentally, the emergence of BBSAN
diminishes as Φ increases, which is also the case with the computations. On quantitative
grounds, the shape of the hump is generally well captured, especially for Φ = 70◦ (see
Figure 4.4.2) and Φ = 90◦ (see Figure 4.4.2). The fact that the calculated PSDs agree
well with measurements for low frequencies (St < 0.5 for Φ = 50◦) is a coincidence: at
such low frequencies, mixing noise is dominant and the model is not expected to account
for mixing noise.

The proposed model makes it easy to study the sources of BBSAN. By plotting the
elementary contributions of Equation (3.49) for a given frequency, Figures 4.26 and 4.27
are produced. Iso-lines of static pressure are plotted in white on these �gures. Iso-lines
are convenient to observe that source terms are located along the shock-cell boundary,
in the mixing layer. The source domain extends from the nozzle exit to the downstream
region, up to x/D = 6 for low frequencies and up to x/D = 2 only, for highest frequencies.

At f = 3000 Hz (see Figure 4.4.2), sources stand essentially at the tip of each shock-
cell, as assumed by Harper-Bourne & Fisher [33] in their model. Nonetheless, at higher
frequencies such as f = 10000 Hz (see Figure 4.4.2), sources appear to spread all along
the the shock-cell boundary.

Source characteristics vary with frequency. Close to the peak frequency, sources are
strong and widely spread, see Figure 4.4.2. As frequency increases, sources weaken, which
corresponds to the decay observed on the PSD in Figure 4.4.2. High frequency sources
are located close to the nozzle lip: this is because �ne-scale turbulence, producing high
frequencies, is predominant in this region.
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(a) Φ = 50◦ (b) Φ = 70◦

(c) Φ = 90◦ (d) Φ = 110◦

Figure 4.25: PSDs of a shocked jet, Mj = 1.15 for various observer locations. Φ is the
inlet angle. Measurements by André et al., Calculations
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(a) St = 0.32, f = 3000 Hz

(b) St = 1.06, f = 10000 Hz

Figure 4.26: Visualization of source terms atMj = 1.15, Φ = 70◦ for di�erent frequencies.
Pressure iso-lines are shown in white
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(a) St = 2.01, f = 19000 Hz

(b) St = 2.96, f = 28000 Hz

Figure 4.27: Visualization of source terms atMj = 1.15, Φ = 70◦ for di�erent frequencies.
Pressure iso-lines are shown in white
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Case Mj = 1.35

The case of a jet at Mj = 1.35 is now considered. The PSDs at di�erent angles are
presented in Figure 4.28. As compared to the Mj = 1.15 case, BBSAN is expected to
peak at lower frequencies because of longer shock-cells due to the increased jet Mach
number.

(a) Φ = 50◦ (b) Φ = 70◦

(c) Φ = 90◦ (d) Φ = 110◦

Figure 4.28: PSDs of a shocked jet, Mj = 1.35 for various observer locations. Φ is the
inlet angle. Measurements by André et al., Calculations

The general shape of the spectrum agrees reasonably well with measurements. The
model correctly captures the change in peak frequency with respect to Mj: for Φ =
70◦, the peak frequency decreases from St = 1.0 to St = 0.7 both in calculations and
measurements, see Figures 4.4.2 and 4.4.2. Multiple BBSAN humps are also visible in
the measurements at this Mj. They are correctly predicted by the model as well, though
their amplitude decays a bit too fast.

Source terms are shown in Figures 4.29 and 4.30, for Φ = 70◦. There are two major
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(a) St = 0.28, f = 3000 Hz

(b) St = 0.56, f = 6000 Hz

Figure 4.29: Visualization of source terms atMj = 1.35, Φ = 70◦ for di�erent frequencies.
Pressure iso-lines are shown in white
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di�erences compared to the case Mj = 1.15. First, BBSAN sources are stronger in the
current case. This is clearly seen in those Figures and also on the PSDs. At Mj = 1.15,
the maximum SPL was about 115 dB, where it is approximately 120 dB at Mj = 1.35.
This of course comes from stronger acoustic sources. The second di�erence is the increased
extent of the source domain. This is because shocks are stronger at Mj = 1.35, so that it
takes more distance downstream for the shock pattern to be destroyed.

(a) St = 1.03, f = 11000 Hz

(b) St = 2.05, f = 22000 Hz

Figure 4.30: Visualization of source terms atMj = 1.35, Φ = 70◦ for di�erent frequencies.
Pressure iso-lines are shown in white

4.5 Conclusion

In this chapter, the statistical model has been applied to static jets. Two operating
conditions have been tested, for various angles. PSDs have been compared to measure-
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ments and showed favorable agreement. The visualization of source terms lead to the
conclusion that Mj in�uences not only the aerodynamics of the jet, but also the intrinsic
characteristics of the acoustic sources.

The model now needs to be extended, to be able to include �ight conditions. This is
the purpose of the next chapter.

Con�dentiel Industrie





Con�dentiel Industrie

Chapter 5

Inclusion of refraction e�ects

5.1 Introduction

So far, the sound produced by BBSAN sources has been propagated using the free-space
Green's function. This means that any convection or refraction e�ect on acoustics has
been ignored for the propagation process. Good results can only be expected for single
stream jets in static conditions.

5.1.1 Dual stream con�gurations

Industrial con�gurations are usually dual stream and contain two mixing layers, and thus
two types of BBSAN sources as noticed by Tam [89, 90]. In Figures 5.1 and 5.2, such a
con�guration is presented. The primary stream is subsonic whereas the secondary stream
is supersonic and shocked. There are BBSAN sources in the mixing layer separating the
primary and secondary �ows, called PS sources. The mixing layer between the secondary
stream and the external stream also contains BBSAN sources, called SE sources. The
white paths indicate the propagation of an acoustic wave created by both types of sources.
On the left-hand side, an SE source is presented. The propagation is slightly modi�ed by
the shear layer. On the right-hand side, a PS source radiates through the secondary stream
into the ambient medium. Refraction e�ects are very strong and it is thus necessary to
take them into account.
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Figure 5.1: Radiation of a SE source
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Figure 5.2: Radiation of a PS source
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5.1.2 Propagation in a moving medium

The origin of refraction can be easily understood when considering a point source radiating
through a jet, as shown in Figure 5.3. There are strong radial velocity gradients in the jet:
velocity decreases from the jet centerline to the ambient medium. Consider the wave front
AB produced by the source in the mixing layer. Because of the velocity gradients, point
B will travel faster than point A. Moving farther downstream, this results in a bent wave
front A'B', this phenomenon is called refraction. For a given acoustic source, this means
that the initial directivity of the source is modi�ed by the mean �ow velocity gradients:
refraction induces a quiet region around the jet axis, commonly referred to as a cone of
silence or a shadow zone, and was �rst observed experimentally by Atvars et al. [8].

A

B

B'

A'

Source

Potential core

Nozzle

Figure 5.3: Refraction of a ray of sound emit-
ted by a localized source in a jet, from Tam and
Auriault[83]

5.1.3 Proposed approach

The acoustic model of this work relies on the resolution of the LEE with a vector Green's
function. This function should be tailored to the problem to account for refraction and
convection. There are several ways to do so. Miller and Morris [53] used a locally parallel
approximation of the mean �ow to �nd the adjoint Green's function of the LEE, as
proposed by Tam and Auriault [83].

Here, it is shown that with reasonable approximation, the LEE may be recast into Lil-
ley's equation, that is a scalar wave equation. The corresponding scalar Green's function
gL, including refraction and convection e�ects, is found thanks to geometric acoustics. gL
is �nally related to the vector Green's function of the LEE.

This chapter is organized as follows: �rst the LEE are recast into Lilley's equation.
Second, the computation of a scalar Green's function gL using ray-tracing is detailed.
Third, gL is related to the vector Green's function of the LEE.
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5.2 From the LEE to Lilley's equation

5.2.1 Lilley's equation

For a homogeneous quiescent medium, recasting the LEE into a single wave equation is
straightforward, as shown before. In the case of an inhomogeneous moving �uid, some
assumptions are necessary to achieve the same result. In what follows, it is assumed that
the mean �ow is uniformly sheared and parallel to the jet axis, so that

v = (v1(x2, x3), 0, 0) (5.1)

As shown by Lilley [45], the LEE can be recast to form a third-order wave equation. The
interpretation of all the source terms on the right-hand side of this equation is however
tricky [22]. It is possible to linearize this equation about the mean state, so that Lilley's
equation reduces to[96, 9]

Lp′ = D

Dt

(
D2

Dt2
−∇ · c2∇

)
p′ + 2c2∇v1 · ∇

∂

∂x1

p′ = ρ c2Γ (5.2)

where the source term Γ is de�ned by

Γ ≡ − D

Dt
∇ · f + 2∇v1 ·

∂

∂x1

f (5.3)

or similarly in the frequency domain

Γ(y, ω) = −
(
−iω + v1

∂

∂y1

)
∂fi
∂yi

+ 2
∂v1

∂yi

∂fi
∂y1

(5.4)

In (5.2) the assumption that ρ c2 = γp has been made. Indeed, the uniform shear �ow
hypothesis implies that the mean static pressure p is constant.

5.2.2 Relation between the scalar and vector Green's functions

The scalar Green's function associated with L, namely gL, is now related to the vector
Green's function of the LEE. The function gL satis�es

LgL(x,y, ω) = δ(x− y) (5.5)

so that the solution to (5.2) is

p′(x, ω) = ρ c2

∫
y

gL(x,y, ω)Γ(y, ω)dy

p′(x, ω) = −ρ c2

∫
y

gL(x,y, ω)

[(
−iω + v1

∂

∂y1

)
∂fi
∂yi
− 2

∂vi
∂yi

∂fi
∂y1

]
dy

(5.6)

Expanding the summation over index i yields,

p′(x, ω) = −ρ c2

∫
y

gL(x,y, ω)

(−iω + v1
∂

∂y1

)
∂f1

∂y1︸ ︷︷ ︸
A

+

(
−iω + v1

∂

∂y1

)
∂f2

∂y2︸ ︷︷ ︸
B

+

(
−iω + v1

∂

∂y1

)
∂f3

∂y3︸ ︷︷ ︸
C

− 2
∂v1

∂y1

∂f1

∂y1︸ ︷︷ ︸
=0

−2
∂v1

∂y2

∂f2

∂y1︸ ︷︷ ︸
D

−2
∂v1

∂y3

∂f3

∂y1︸ ︷︷ ︸
E

 dy
(5.7)
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The detailed calculation of the terms A, B, C, D, E is given in Appendix B.3. Injecting
these expressions into p′(x, ω) gives,

p′(x, ω) = ρ c2

∫
y

{
−
(
iω
∂gL
∂y1

+ v1
∂2gL
∂y2

1

)
f1

−
(
iω
∂gL
∂y2

+ 3
∂v1

∂y2

∂gL
∂y1

+ v1
∂2gL
∂y1∂y2

)
f2

−
(
iω
∂gL
∂y3

+ 3
∂v1

∂y3

∂gL
∂y1

+ v1
∂2gL
∂y1∂y3

)
f3

}
dy

(5.8)

Direct identi�cation with the general expression,

p′(x, ω) = ρ c2

∫∫
Πn(x,y, ω)fn(y, ω)dy (5.9)

allows the vector Green's function of the LEE Πn to be related to the scalar Green's
function of Lilley's equation gL through,

Π1(x,y, ω) = −
(
iω
∂gL
∂y1

+ v1
∂2gL
∂y2

1

)
Π2(x,y, ω) = −

(
iω
∂gL
∂y2

+ 3
∂v1

∂y2

∂gL
∂y1

+ v1
∂2gL
∂y1∂y2

)
Π3(x,y, ω) = −

(
iω
∂gL
∂y3

+ 3
∂v1

∂y3

∂gL
∂y1

+ v1
∂2gL
∂y1∂y3

) (5.10)

The calculation of Πn hence reduces to the computation of gL and its derivatives.

5.3 Computation of the scalar Green's function gL with

ray-tracing

In this section, it is shown how to compute gL using geometric acoustics. Durbin for-
mulated a general theory [27, 28] to construct the high frequency Green's function for a
source in an arbitrary subsonic �ow. A di�erent approach is used here, so that the for-
mulation is not restricted to the subsonic domain, but some assumptions are made about
the �ow.

The theory of geometric acoustics is �rst presented for an inhomogeneous medium at
rest and then extended to the case of a moving �uid. gL is then determined from ray
theory. Numerical implementation is described and the work is validated with di�erent
test cases.

5.3.1 Geometric acoustics for an inhomogeneous medium at rest

The geometric wave theory provides a solution to the LEE in the high frequency limit.
The idea is to extend the plane wave concept for homogeneous media at rest, to the case
of inhomogeneous moving �uids. The wave fronts are described locally by their tangent
planes. λ being the wave length and L the characteristic size of the medium, the quality of
the approximation is in proportion to how small is ε = λ/L. This technique is described
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in the work of Hayes [34] and may be used for various applications, including underwater
acoustics, atmospheric propagation and aeroacoustics. Examples of applications in aeroa-
coustics include the refraction of a point source in a jet by Schubert [74] and the study of
shielding, scattering and refraction in a shear �ow by Candel et al. [20, 21] and Candel
[18].

The governing equations are now derived for the simple case of a medium at rest, as
presented in Rienstra and Hirschberg[72]. The equations will be extended to a moving
�uid afterwards. For an inhomogeneous �uid at rest, the Helmholtz equation is,

∇ ·
(

1

k2
∇p
)

+ p = 0 k = k(εx) =
ω

c0(εx)
(5.11)

where k is the local wavenumber. The geometrical approximation consists in searching
for a solution to (5.11) in the form

p(x) = Ae−iωτ/ε (5.12)

where the amplitude A = A(X, ε) varies slowly with position and τ = τ(X, ε) is the phase
function. X = εx is the slow position variable. The phase of this wave is Θ = ωτ/ε, so
that the wave vector k is the phase gradient: k = ∇Θ = ω/ε∇τ . The spatial gradient
operator with respect to the slowly varying coordinates is now introduced,

∇ ,

(
∂

∂X
,
∂

∂Y
,
∂

∂Z

)
and ∇ = ε∇ (5.13)

Using these notations, the Helmholtz equation becomes,

(k2 − ω2|∇τ |2)A− iεωk
2

A
∇ ·
(
A2∇τ
k2

)
+ ε2k2∇ ·

(
1

k2
∇A
)

= 0 (5.14)

Then, an asymptotic expansion of the amplitude and phase is performed,

A(X, ε) = A0(X) + εA1(X) +O(ε2)

τ(X, ε) = τ0(X) +O(ε2)
(5.15)

Collecting identical powers in (5.14) gives the well-known equations

|∇τ0|2 =
1

c2
0

(5.16)

∇ · (c2
0A

2
0∇τ0) = 0 (5.17)

Equation (5.16) is the eikonal equation (from the German word eikonal, which means
image in Greek). This non-linear partial di�erential equation is not restricted to the
present case: it is encountered in �elds such as optics or electromagnetism involving wave
propagation, when the wave operator is expanded asymptotically. Physically, the eikonal
equation governs the wave fronts and the ray trajectories, that is the propagation of
acoustic energy. Such a hyperbolic di�erential equation is solved conveniently with the
method of characteristics. A characteristic is basically a line along which the information
from the domain boundary is transfered to the point of observation.
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Applying the method of characteristics to the eikonal equation results in the linear
di�erential system,

dX

dt
= εc0

∇τ0

|∇τ0|
= εc0

k

|k|
d

dt
∇τ0 = −ε∇c0

c0

(5.18)

Reverting to the original notations,

dx

dt
= c0

k

|k|
dk

dt
= −k∇c0

(5.19)

The �rst equation means that the wave front is convected at the local speed c0, whereas the
second equation means that the wave front is refracted (i.e. its direction of propagation
changes) by gradients in the speed of sound. In a word, the eikonal equation (non-linear,
�rst-order partial di�erential equation), has been replaced by a set of linear �rst-order
coupled di�erential equations. These equations are the ray-tracing equations.

S1 S2

Figure 5.4: A ray tube connecting two
equiphase surfaces in a quiescent medium

Once the eikonal equation is solved, the amplitude of the acoustic wave may be tracked
along the ray paths using the transport equation (5.17) and the ray tube concept. Con-
sider two surfaces S1 and S2 of constant phase, respectively Θ = Θ1 and Θ = Θ2 as
illustrated in Figure 5.4. Connect these two surfaces with the corresponding rays (fol-
lowing the ray paths) to create a volume: this volume is called an elementary ray tube.
The transport equation can be easily evaluated over the central surface of such a ray
tube, using Ostrogradsky's theorem and two properties of the tube: �rst, on S1 and S2,
∇τ0 = n/c2

0 where n is the outward normal to the surface. Second, on the sides of the
tube, ∇τ0 · n = 0. Consequently, the integral form of the transport equation states that,∫

tube

∇ · (c2
0A

2
0∇τ0)dx =

∫
S2

c0A
2
0dS −

∫
S1

c0A
2
0dS = 0 (5.20)
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Hence, the evolution of the acoustic amplitude along a ray is given by

A2
0(X)c0(X)S(X) = cst (5.21)

where S(X) is the section of the corresponding ray tube and the constant is the energy
injected by the acoustic source into the tube. It follows that when the tube section
increases, the wave amplitude decreases and conversely.

5.3.2 Geometrical acoustics for a moving �uid

Since the theory is to be applied to jet �ows, it needs to be extended to the case of
moving �uids. First, the calculation of the ray paths is described, then geodesic elements
are introduced to assess the amplitude of the wave along the ray tube, �nally numerical
implementation is presented.

Ray paths

So far, the medium has been assumed to be at rest. When the �uid is moving, additional
terms need to be included into the previous equations, so that (5.19) becomes,

dxi
dt

= c
ki
k

+ v0i︸︷︷︸
(a)

≡ gi(x,k)

dki
dt

= −k ∂c
∂xi
− kj

∂v0j

∂xi︸ ︷︷ ︸
(b)

≡ hi(x,k)
(5.22)

The term (a) means that the wave fronts are convected by the local �ow velocity. As
a result, the ray paths are not perpendicular to the wave fronts anymore. The term
(b) conveys the refraction of the waves by the gradients in the �ow velocity. The group
velocity vgi = cki/k + v0i represents the speed at which the acoustic energy travels,

vg = cν + v0 ν = k/k (5.23)

Figures 5.5-5.6 illustrate the di�erences between a quiescent and a moving medium,
respectively on the left and right-hand side. In a quiescent medium, the rays are perpen-
dicular to the wave fronts and travel at vg = cν. In a moving medium, the �ow bends the
ray trajectory and information travels at vg = cν+v0. Physically, the rays are tangent to
the group velocity vector. (5.22) is closed by specifying the source location and the initial
shooting angles (θ0, α0) so that the ray paths may be found. The coordinate system is
described in Figure 5.7.

Acoustic amplitude

Equation (5.21) relates the evolution of the wave amplitude along the rays to the ray tube
section for a quiescent medium. For a moving �uid, a similar relation may be established.
It is convenient to use the acoustic energy density E (J.m−3), related to the rms value of
the acoustic pressure �uctuations by,

p′2 =
ρc2E

1 +M · ν
(5.24)
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S1

Figure 5.5: Visualization of the ray
path for a quiescent medium. The ray
is perpendicular to the wave front

S1

Figure 5.6: Visualization of the ray
path for a moving medium. The ray
is bent by the �ow

Source

Figure 5.7: Visualization of the cross-section of a
ray tube dS, and the intersected wave front section
dΣ
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The acoustic energy �owing through a ray tube at the speed vg is conserved,∫
tube

Evg · ndS = 0 (5.25)

In this expression, dS is the cross-section of the ray tube, it is not the surface of the wave
front intersected by the ray tube dΣ. This distinction is illustrated in Figure 5.7. For a
given ray tube, the local version of (5.25) is,

EvgdS = K1 (5.26)

where K1 is the acoustic power injected by the source in the ray tube. Thus, p′2 is given
as a function of the tube cross-section by

p′2 =
ρc2K1

(1 +M · ν)vgdS
(5.27)

The group velocity vg has been determined previously when �nding the ray paths. The
surface element dS is the only quantity left to evaluate. At least two techniques may
be used. The most intuitive one consists in shooting multiple rays from the source to
create a tube, and to compute the evolution of dS along the tube. This technique is not
very e�cient and raises issues, the main one being how many rays to shoot to create a
proper ray tube to evaluate dS accurately. Another technique has been used, introduced
by Candel [19] in aeroacoustics and summarisd here. First, four geodesic elements are
de�ned: 

Rθ =

(
∂x

∂θ0

)
t,α0

Rα =

(
∂x

∂α0

)
t,θ0

Qθ =

(
∂k

∂θ0

)
t,α0

Qα =

(
∂k

∂α0

)
t,θ0

(5.28)

Source

Figure 5.8: Visualization of the geodesic element Rθ

Rθ quanti�es the change in the ray path when slightly shifting the shooting angle
θ0, this is shown in Figure 5.8. A similar meaning holds for Rα,Qθ,Qα. By applying
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the chain rule of di�erentiation, the evolution of the geodesic elements along the rays is
governed by 

dR

dt
=
∂g

∂x
·R+

∂g

∂k
·Q

dQ

dt
=
∂h

∂x
·R+

∂h

∂k
·Q

(5.29)

The explicit expressions of the Jacobian matrices ∂g/∂x, ∂g/∂k, ∂f/∂x, ∂f/∂k are given
in Appendix C.1 and the full expression of (5.29) is detailed in Appendix C.2. The initial
conditions for the geodesic elements are given in Appendix C.3. After solving systems
(5.22) and (5.29), the cross-section of the tube is recovered by the relation,

dS = |(dθ0R
θ)× (dα0R

α) cos(k,vg)| (5.30)

and p′2 is then fully known.

Numerical calculation

Both ray paths and geodesic elements are solved using a 4th-order Runge-Kutta method.
This method is easy to implement, fast and robust. The outline of the method is the
following: given an initial value problem

dx

dt
= f(x, t), x(t0) = x0 (5.31)

the solution is sampled at times tn = n∆t, n ∈ N, the samples are xn = x(n∆t). The
Runge-Kutta method is a time-marching method, that relates xn to xn+1 by,

xn+1 = xn +
1

6
(k1 + 2k2 + 2k3 + k4) (5.32)

where
k1 = ∆tf(xn, tn)

k2 = ∆tf(xn +
1

2
k1, tn +

1

2
∆t)

k3 = ∆tf(xn +
1

2
k2, tn +

1

2
∆t)

k4 = ∆tf(xn + k3, tn + ∆t)

(5.33)

At each time step, dx/dt is evaluated at four points: the initial point, two mid-step points
and the �nal point. xn+1 is then computed from these derivatives.

For practical applications, the ray paths are computed �rst because they depend nei-
ther on the geodesic elements nor on the considered frequency. The geodesic elements are
computed afterwards.

5.3.3 Determination of the scalar Green's function from the ray-
tracing solution

The ray-tracing method solves the propagation problem for a point source located at ys
by providing the RMS value of the pressure perturbation p′ along acoustic rays. It is
possible to relate p′ to gL by de�ning a consistent source term and after expressing p′ as
a function of p′2.
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Acoustic pressure along the rays

In the geometrical acoustics approximation, the acoustic pressure is expressed as

p′(x, ω) = p̃(x)e−ik·(x−ys) (5.34)

where the amplitude p̃(x) is related to the RMS value of p′ by

p′2 =
1

2
|p̃|2 (5.35)

The complex amplitude p̃ is,

p̃ =
√

2

√
p′2eiφ (5.36)

The value φ = π/2 is chosen here for comparison with analytical results. Thus, the
acoustic pressure along the rays is simply,

p′(x, ω) = i

√
2p′2e−ik·(x−ys) (5.37)

Or more explicitly,

p′(x, ω) = i

√
2ρc2K1

(1 +M · ν)vgdS
e−ik·(x−ys) (5.38)

From p′ to gL

The acoustic pressure p′ is straightforwardly related to gL when using a point source in
Lilley's equation, i.e. Γ(y) = δ(y − ys). Then, the pressure perturbation is

p′(x, ω) = ρ c2

∫
y

gL(x,y, ω)δ(y − ys)dy

p′(x, ω) = ρ c2gL(x,ys, ω)

(5.39)

so that gL is given by,

gL(x,y, ω) =
1

ρ c2 i

√
2ρc2K1

(1 +M · ν)vgdS
e−ik·(x−ys) (5.40)

All the quantities in the previous expression are known except K1, which will now be
determined.

Acoustic power injected in the ray tube

The acoustic power injected in the ray tube K1 directly depends on the source term in
Lilley's equation. The �rst step is to compute the total acoustic power Wa created by Γ,
and then K1 is expressed as a fraction of Wa.

To estimate Wa, the acoustic �eld due to Γ(y) = δ(y − ys) should be known. As
will be shown in the next section, rays will be shot from a medium at rest, so that it is
reasonable to assume that there is no �ow close to the source, hence Helmholtz's equation
is veri�ed by p′, that is,

(∆ + k2)p′ = ρ∞∇ · f (5.41)
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From Lilley's equation, Γ = iω∇ · f so that in Helmholtz equation ∇ · f = 1
iω
δ(y − ys)

and then,
(∆ + k2)p′ =

ρ∞
iω
δ(y − ys) (5.42)

The Green's function satis�es (∆ + k2)g0 = δ(x − y) and is given by g0(x,y, ω) =
eik·(x−y)/(4π||x− y||). The pressure �eld created by Γ without mean �ow is,

p′(x, ω) =
ρ∞
iω
g0(x,y, ω) (5.43)

The RMS value is p′2 = ρ2
∞/(32π2ω2R2) where R = ||x−y||. For a plane wave, the norm

of the intensity vector is

I =
p′2

ρ∞c∞
=

ρ∞
32π2ω2c∞R2

(5.44)

Then Wa = 4πR2I so that,
Wa =

ρ∞
8πω2c∞

(5.45)

Finally, the acoustic power injected in a ray tube with solid angle dΩ = sin θ0dθ0dα0 is,

K1 =
dΩ

4π
Wa (5.46)

All the quantities required to compute gL have been determined. In the case of a shocked
jet, the acoustic sources are spatially extended. For a given observer location, applying
the method as is would require to shoot from each source at the observer. Since it is
not possible to determine the proper shooting angle before shooting (the rays are bent
by the �ow), this means shooting multiple rays for each source, which is very costly and
ine�cient. Consequently, an adjoint approach is used.

5.3.4 The adjoint approach

The adjoint approach provides an e�cient way to compute the scalar Green's function.
Basically, it consists in inverting the source and observer locations when computing gL.
This is illustrated in Figure 5.9. The adjoint Green's function associated with gL is

Source

Observer Source

Observer

Direct Adjoint

Figure 5.9: Illustration of the direct and adjoint radiation problems

denoted gaL. As shown by Tam and Auriault [83], the direct and adjoint Green's functions
satisfy,

gL(x,y, ω) = gaL(x,y, ω) (5.47)
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To solve the adjoint problem, one inverts the source and observer locations as well as the
�ow �eld, that is v becomes −v. The advantage of the adjoint is the following: the rays
are shot from a single location at the sources. There is no need to shoot a set of rays for
each source. This technique is used here, viz. gL(x,y, ω) is replaced by gaL(y,x, ω) in the
calculation.

5.3.5 Phase-amplitude decomposition of gL

Ray paths are independent of frequency. Nevertheless, the wave amplitude along the rays
does depend on frequency, and so does gL, as seen in (5.40). If the ray-tracing program
only outputs the result of (5.40), this means that the ray-tracing algorithm has to be run
for each frequency, which is very ine�cient! This issue is circumvented by writing gL in
terms of amplitude and phase, that is,

gL(x,y, ω) = A(x,y)e−ik·(x−y) (5.48)

The ray-tracing algorithm computes gL(x,y, ω0) for an arbitrary �xed frequency ω0.
The amplitude A(x,y) is stored, as well as the unitary wave vector ν = k/k. Then, the
Green's function at any frequency ω can be recovered easily: the amplitude is known (it
does not depend on angular frequency), and the phase factor is computed after determin-
ing k with the dispersion relation,

k =
ω

c+ v · ν
(5.49)

5.3.6 Test cases

Several test cases are now shown to illustrate the method. The �rst case simply consists
in shooting in a quiescent uniform medium. In the second case, a uniform mean �ow is
studied. Finally, gL is computed on a supersonic jet �ow.

Quiescent uniform medium

For this �rst case, the medium is at rest and uniform. By combining Equations (5.39)
and (5.43), gL is related to the free �eld Green's function of Helmholtz's equation by,

gL(x,y, ω) =
1

iωc2
g0(x,y, ω) and g0(x,y, ω) =

eikR

4πR
(5.50)

where R = ||x− y||.
This analytical expression is compared to the ray-tracing result. gL is computed on

the domain de�ned by 0 ≤ x/D ≤ 5 and 0 ≤ y/D ≤ 2.5, where D = 0.038 m. The source
is located at x/D = 0 and y/D = 5. There are ni = 250 nodes along x and nj = 150
nodes along y. 900 rays are shot from 250◦ to 340◦ (x-axis reference), the time step is
∆t = 5 × 10−6 s. The real parts of gL computed with ray-tracing and analytically are
shown in Figures 5.10 and 5.11 respectively, for 5000 Hz. The agreement is excellent. The
same conclusions can be drawn at 10000Hz, as seen in Figures 5.12 and 5.13.

Con�dentiel Industrie



102/151

Con�dentiel Industrie

5.3. COMPUTATION OF THE SCALAR GREEN'S FUNCTION GL WITH RAY-TRACING

Figure 5.10: Quiescent medium, Re(gL),
5000 Hz, ray-tracing

Figure 5.11: Quiescent medium, Re(gL),
5000 Hz, analytical

Figure 5.12: Quiescent medium, Re(gL),
10000 Hz, ray-tracing

Figure 5.13: Quiescent medium, Re(gL),
10000 Hz, analytical

Uniform mean �ow

In this second test case, a uniform �ow parallel to the x-axis is set to v1 = −100 m/s (air
�ows from right to left). The following relation still holds,

gL(x,y, ω) =
1

iωc2
gu(x,y, ω) (5.51)

where gu is the Green's function of the advected wave equation for a subsonic uniform
�ow along the x-axis. According to Howe [35],

gu(x,y, ω) =

exp

(
ik

[(
R2

1−M2 + M2(x1−y1)2

(1−M2)2

)1/2

− M(x1−y1)
1−M2

])
4π
√

1−M2
(
R2 + M2(x1−y1)2

1−M2

)1/2
(5.52)

whereM is the �ow Mach number. This analytical expression is compared to results from
ray-tracing.

The real parts of gL are compared in Figures 5.14 and 5.15 at 5000 Hz. The imaginary
parts are compared in Figures 5.16 and 5.17. The overall agreement is excellent. The
in�uence of the mean �ow on the acoustic �eld is self-evident in comparison with the
previous case. The mean �ow bends the wave fronts and shortens the wavelengths moving
in the opposite direction to the �ow.

Supersonic jet �ow

The method is �nally applied to a supersonic jet �ow con�guration, at Mj = 1.15. The
adjoint problem is considered, that is the source is not located in the jet, but rather at
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Figure 5.14: Uniform �ow, Re(gL), 5000
Hz, ray-tracing

Figure 5.15: Uniform �ow, Re(gL), 5000
Hz, analytical

Figure 5.16: Uniform �ow, Im(gL), 5000
Hz, ray-tracing

Figure 5.17: Uniform �ow, Im(gL), 5000
Hz, analytical

the observer location (x/D = 0, y/D = 5). The original �ow �eld is also reversed, as
described in Section 5.3.4. The computational domain extends over 0 ≤ x/D ≤ 5 and
0 ≤ y/D ≤ 2.5, 900 rays are shot from 260◦ to 350◦ with respect to the jet axis, the time
step is dt = 5.0× 10−7 s. There are 600 points along the x axis and 300 points along the
y axis.

The results are shown in Figures 5.18 and 5.19, for the real and imaginary parts
respectively. The incident wave is progressively bent by the jet �ow and the wavelengths
are clearly shortened, as expected.

Figure 5.18: Visualization of Re(gL) at
5000 Hz, computed with ray tracing. Su-
personic jet �ow, Mj = 1.15.

Figure 5.19: Visualization of Im(gL) at
5000 Hz, computed with ray tracing. Su-
personic jet �ow, Mj = 1.15.
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5.4 Computation of the vector Green's function

Once the Green's function of Lilley's equation gL is known, the vector Green's functions
of the LEE Πn may be computed, by di�erentiating gL, as seen in Equation (5.10). The
di�erentiation steps are presented in this section, as well as two test cases.

5.4.1 Calculation of the derivatives of gL

Thanks to the ray-tracing algorithm, gL is known along the rays. In order to di�erentiate
gL, the function is �rst interpolated onto a regular grid, usually the same as the one for
the �ow �eld. The closest neighbor is used for interpolation, this requires a su�cient
number of rays as well as a small enough time step, in order to cover the grid regularly.
The typical re�nement used is shown in Figure 5.20.

Figure 5.20: Rays over a regular mesh.
The dots represent successive time steps.

Di�erentiation of gL is then performed on the grid using a fourth order �nite di�erence
scheme. The coe�cients of the scheme are given in Appendix B.3.1. Along the grid
boundaries, derivatives are computed using �rst order �nite di�erences.

5.4.2 Test cases

The previous test cases are now extended to the calculation of the vector Green's functions.
As stated before, this requires the evaluation of the spatial derivatives of gL (see Equation
(5.10)). Hence, the derivatives computed with ray-tracing are compared to the analytical
solution, and then Π1 and Π2 are shown.

Quiescent medium

The calculation is performed at 5000 Hz. Analytical expressions for the derivatives of gL
have been established and can be found in Appendix B.4. Comparisons are shown for
dgL/dx, dgL/dy, d2gL/dx

2 and dgL/dxdy, see Figures 5.21 to 5.28.
The overall agreement is excellent, this is essential because these calculations are used

to compute Π1 and Π2, which are readily computed. Comparisons for both real and
imaginary parts are presented in Figures 5.29 to 5.36. Again the agreement is excellent.
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Figure 5.21: Quiescent medium,
Re(dgL/dx), 5000 Hz, ray-tracing

Figure 5.22: Quiescent medium,
Re(dgL/dx), 5000 Hz, analytical

Figure 5.23: Quiescent medium,
Re(dgL/dy), 5000Hz, ray-tracing

Figure 5.24: Quiescent medium,
Re(dgL/dy), 5000Hz, analytical

Figure 5.25: Quiescent medium,
Re(d2gL/dx

2), 5000Hz, ray-tracing
Figure 5.26: Quiescent medium,
Re(d2gL/dx

2), 5000Hz, analytical

Figure 5.27: Quiescent medium,
Re(d2gL/dxdy), 5000Hz, ray-tracing
.

Figure 5.28: Quiescent medium,
Re(d2gL/dxdy), 5000Hz, analytical

Con�dentiel Industrie



106/151

Con�dentiel Industrie

5.4. COMPUTATION OF THE VECTOR GREEN'S FUNCTION

Figure 5.29: Quiescent medium, Re(Π1),
5000Hz, ray-tracing

Figure 5.30: Quiescent medium, Re(Π1),
5000Hz, analytical

Figure 5.31: Quiescent medium, Im(Π1),
5000Hz, ray-tracing

Figure 5.32: Quiescent medium, Im(Π1),
5000Hz, analytical

Figure 5.33: Quiescent medium, Re(Π2),
5000Hz, ray-tracing

Figure 5.34: Quiescent medium, Re(Π2),
5000Hz, analytical

Figure 5.35: Quiescent medium, Im(Π2),
5000Hz, ray-tracing

Figure 5.36: Quiescent medium, Im(Π2),
5000Hz, analytical
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Uniform mean �ow

Π1 and Π2 are now computed for the case of a uniform �ow. Computed results for real
and imaginary parts are shown in Figures 5.37 to 5.40. The comparison is not performed
with analytical results, but since the calculation of gL on a uniform �ow, as well as the
di�erentiation algorithm on the grid have been validated, Π1 and Π2 are expected to be
computed correctly. Again, the e�ect of the �ow on Π1 and Π2 is clearly visible on the
visualizations.

Figure 5.37: Uniform �ow, Re(Π1)
5000Hz, ray-tracing

Figure 5.38: Uniform �ow, Im(Π1)
5000Hz, ray-tracing

Figure 5.39: Uniform �ow, Re(Π2)
5000Hz, ray-tracing

Figure 5.40: Uniform �ow, Im(Π2)
5000Hz, ray-tracing

Supersonic jet �ow

The real parts of Π1 and Π2 for the supersonic jet �ow at Mj = 1.15 are shown in Figures
5.41 and 5.42. Refraction by the shear layer of the jet is again clearly visible, and those
results are encouraging for acoustic predictions.

5.5 Final formulation

The vector Green's functions associated with the LEE have been calculated using ray-
tracing. For PSD calculations, the adjoint Green's functions Πa

n are used. For clarity it is
recalled that the �rst argument of the Green's function is the observer location, whereas
the second argument is the source location. The adjoint and direct Green's functions are
related by,

Πn( x︸︷︷︸
observer

, y︸︷︷︸
source

, ω) = Πa
n( y︸︷︷︸

observer

, x︸︷︷︸
source

, ω) (5.53)
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Figure 5.41: Visualization of Re(Π1) at
5000 Hz, computed with ray tracing. Su-
personic jet �ow, Mj = 1.15.

Figure 5.42: Visualization of Re(Π2) at
5000 Hz, computed with ray tracing. Su-
personic jet �ow, Mj = 1.15.

In terms of the adjoint Green's function, Spp is given by,

Spp(x, ω) = (ρ∞c
2
∞)2

∫
...

∫
Πa
n(y1,x,−ω)Πa∗

m (y1 + η,x,−ω)Rnm(y1,η, τ)e−iωτdy1dηdτ

(5.54)
The general form of the cross-correlation function is,

Rmn(y1,η, τ) = amnK
ps(y1)ps(y1 + η)

ρ2
∞c

2
∞l

2
exp

[
− |ξ|
ucτs

− (ξ − ucτ)2

l2
− γ2 + ζ2

l2⊥

]
(5.55)

where the coe�cient amn re�ects the relative amplitude of the di�erent terms of the cross-
correlation. For isotropic turbulence, there is no global contribution of the cross terms
(m 6= n), so that amn = 0 for m 6= n here. It is also assumed that the auto-correlation
terms have the same amplitude, so that a11 = a22 = 0.5. Then,

Spp(x, ω) = c2
∞

∫
...

∫
Πa
n(y1,x,−ω)Πa∗

m (y1 + η,x,−ω)amnK
ps(y1)ps(y1 + η)

l2

exp

[
− |ξ|
ucτs

− (ξ − ucτ)2

l2
− γ2 + ζ2

l2⊥

]
e−iωτdy1dηdτ

(5.56)

As before, integration over τ is readily performed,

∫
τ

exp

[
−(ξ − ucτ)2

l2

]
exp(−iωτ)dτ = exp

(
−iω ξ

uc

)√
π
l

uc
exp

(
−ω

2

4

l2

uc

2
)

(5.57)

So that the �nal expression for Spp is,

Spp(x, ω) = c2
∞
√
π

∫
...

∫
Πa
n(y1,x,−ω)Πa∗

m (y1 + η,x,−ω)amnK
ps(y1)ps(y1 + η)

luc

exp

(
−iω ξ

uc

)
exp

(
−ω

2

4

l2

u2
c

)
exp

[
− |ξ|
ucτs

− γ2 + ζ2

l2⊥

]
dy1dη

(5.58)
In Appendix D, it is shown that when neglecting the mean �ow e�ects, this expression
reduces to the formulation without refraction e�ects, see Equation (3.49).
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5.6 Conclusion

The acoustic model has been formally extended to account for refraction e�ects. This
is achieved by numerically computed the Green's functions of the problem. The scalar
Green's function, related to Lilley's equation is computed with ray-tracing. Then, it is
related to the vector Green's functions of the LEE used in the model. The calculation
have been successfully validated on simple test cases. The model may now be applied to
real con�gurations.
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Chapter 6

BBSAN of jets in �ight

This chapter addresses the case of shocked jets in �ight conditions, simulated with a sec-
ondary nozzle, co-axial to the main nozzle. As indicated in Section 1.3, �ight is expected
to modify the aerodynamics and acoustics of the jet.

6.1 Case description

The experimental setup is shown in Figure 6.1: the main nozzle in gray corresponds to the
secondary stream of a civil engine, whereas the surrounding nozzle in blue accounts for
the external �ow encountered in �ight. The diameter of the secondary nozzle is Ds = 200
mm. Air may be driven up to Mext = 0.39 in the secondary nozzle. This is of course less
than in real �ight conditions, but this is due to facility limitations. The chosen operating

Figure 6.1: Photo of the experimental setup used
at ECL by B. André [3]. The diameter of the pri-
mary nozzle is D = 0.038 m, the diameter of the
external nozzle is Dext = 0.02 m

conditions are Mj = 1.15, Mj = 1.35 and Mext = 0.22, Mext = 0.39. In order to assess
the numerical prediction capabilities, RANS simulations and acoustic simulations have
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been performed. The �rst part of this chapter focuses on the aerodynamic results, while
acoustic results are detailed in the second part.

6.2 Aerodynamics of supersonic jets in �ight

The aerodynamics are studied in a similar way to the studies in Chapter 4 for jets in
static conditions.

6.2.1 Schlieren visualization

An average view of 500 Schlieren images is shown in Figure 6.2 for Mj = 1.15 and
Mext = 0.22. The calculation is in the upper part and the measurement in the lower part.
The agreement is good, as far as shock location is concerned. It should be noted that in
the measurements, the �ow right after x/D = 0 is hidden: this is because the camera is
located on the side of the jet, outside of the secondary �ow, so that the secondary nozzle
hides a small portion of the initial primary �ow. This is clearly seen in Figure 6.2 (a): the
tip of the expansion fan does not reach y/D = 0/5 at x/D = 0.0. Experimental images
have been shifted consequently to account for this phenomenon.

(a)

(b)

2 3 410
x/D

0.5

-0.5

0

0.5

-0.5

0

y
/D

y
/D

Figure 6.2: Average view of Schlieren images of a Mj =
1.15 jet, Mext = 0.22. (a): calculation, (b): measure-
ment

The e�ect of �ight on Schlieren visualizations is seen in Figures 6.3 and 6.4 for Mj =
1.15 and Mj = 1.35 respectively: visualization for three external Mach numbers are
compared for both Mj. Independently of Mj, it is observed that the �rst two cells seems
una�ected by the external �ow. This agrees with Morris [54]: the external boundary layer
on the primary nozzle make the �rst cells insensitive to the freestream. The third and
subsequent cells lengthen with Mext though.

6.2.2 Static pressure

Case Mj = 1.15

The computed and measured pro�les of static pressure on the jet axis are compared in
Figures 6.5 and 6.6 for Mext = 0.22 and Mext = 0.39 respectively. As already observed in
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Figure 6.3: Average view of Schlieren images of a Mj =
1.15 jet. Calculations for di�erent Mext: (a) Mext = 0.0,
(b): Mext = 0.22, (c): Mext = 0.39
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Figure 6.4: Average view of Schlieren images of a Mj =
1.35 jet. Calculations for di�erent Mext: (a) Mext = 0.0,
(b): Mext = 0.22, (c): Mext = 0.39
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the Schlieren visualizations, the shocks are located correctly for bothMext. The amplitude
decay is nonetheless faster in the calculations than measurements. This could lead to an
underestimation of the noise sources located downstream when computing BBSAN.
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Figure 6.5: Static pressure on the jet axis,
Mj = 1.15, Mext = 0.22. calculation,t measurement
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Figure 6.6: Static pressure on the jet axis,
Mj = 1.15, Mext = 0.39. calculation,t measurement

Norum & Brown [59] observed that increasing Mext lead to a longer quasi-periodic
structure. The di�erence in their measurements at Mj = 1.8, between Mext = 0 and
Mext = 0.9 is obvious, this is because the development of the jet is slowed by the
freestream.
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Figure 6.7: Calculated pressure pro�les on the jet
axis of a Mj = 1.15 jet. t Mext = 0.0, t
Mext = 0.22, t Mext = 0.39

The e�ect of Mext in the calculations is easily seen in Figure 6.7, where the calculated
pressure pro�les on the jet axis for three Mext are shown. The shock-structure as a whole
is a bit longer for Mext = 0.39 than for static conditions. Though the �rst shock-cells are
not sensitive to Mext, a gradual stretch is also visible from the �fth cell till the end of the
structure.
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Case Mj = 1.35

The agreement between calculations and measurements is better in this case than in the
previous one: the predicted amplitudes of the �rst cells are close to measurements and
decay accordingly, see Figures 6.8 and 6.9.
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Figure 6.8: Static pressure on the jet axis,
Mj = 1.35, Mext = 0.22. calculation,t measurement
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Figure 6.9: Static pressure on the jet axis,
Mj = 1.35, Mext = 0.39. calculation,t measurement

The e�ect of the external stream is visible from the third cell downstream in the
calculation, see Figure 6.10: the calculated pressure pro�les on the jet axis show a gradual
stretching of the shock structure with Mext as well as a slower amplitude decay.
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Figure 6.10: Calculated pressure pro�les on the jet
axis of a Mj = 1.35 jet. t Mext = 0.0, t
Mext = 0.22, t Mext = 0.39
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Figure 6.11: Calculated turbulence inten-
sity pro�les on the jet axis of a Mj = 1.15
jet. t Mext = 0.0, t Mext = 0.22,t Mext = 0.39
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Figure 6.12: Axial turbulence rate, y/D =
0.5, Mj = 1.15. Calculations:
Mext = 0.0, Mext = 0.22, Mext =
0.39. Measurements: · · · Mext = 0.0, · · ·
Mext = 0.22, · · · Mext = 0.39

6.2.3 Turbulence

The in�uence of Mext on the jet development is well demonstrated by studying axial
pro�les of Ik for di�erent Mext. In Figures 6.11 and 6.12, Ik at Mj = 1.15 is shown for
y/D = 0 and y/D = 0.5 respectively. The peak value of Ik on the jet axis is a decreasing
function of Mext. Without the freestream, Ik peaks at more than 15% whereas it peaks
at less than 10% at Mext = 0.39. Turbulence intensity on the jet axis is thus diminished
by the freestream. It is also worth noting that the peak location moves downstream as
Mext increases. This means that the turbulent development of the jet is slowed by the
freestream. Along the lip line, calculated values of Ik are compared to measurements.
The agreement is good. Fluctuations re�ect the in�uence of the shock-cell structure in
the mixing layer. Ik decreases with Mext similarly to what is found on the jet axis.

Similar plots for Ik are shown for Mj = 1.35 in Figures 6.13 and 6.14 respectively.
The same conclusions may be drawn.

Hence, the freestream reduces shear in the shear layer, resulting in a slower turbulent
development of the jet. In turn, this lengthens the shock-cell structure, as observed on
the pressure pro�les.

6.2.4 Length and strength of the shock-cells

The in�uence of Mext on the shock-cell length is now examined, for Mj = 1.15 and
Mj = 1.35, in Figures 6.15 and 6.16 respectively. The �rst cells are not signi�cantly
a�ected by the freestream as observed before. The global trend for both Mj is the higher
Mext, the longer the shock-cells. This is consistent with what was seen before. From an
acoustic perspective, the increase in shock-cell length is expected to decrease the peak
frequency of BBSAN

In Figures 6.17 and 6.18, the in�uence of Mext on the shock strength at Mj = 1.15
and Mj = 1.35 is shown. The conclusions are the same for both Mj: the �rst cells are
weakened by �ight, whereas the shock strength is increased for the last cells. The overall
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Figure 6.13: Calculated turbulence inten-
sity pro�les on the jet axis of a Mj = 1.15
jet. t Mext = 0.0, t Mext = 0.22,t Mext = 0.39

0 5 10
0

0.05

0.1

0.15

0.2

x/D

I k
Figure 6.14: Axial turbulence rate, y/D =
0.5, Mj = 1.15. Calculations:
Mext = 0.0, Mext = 0.22, Mext =
0.39. Measurements: · · · Mext = 0.0, · · ·
Mext = 0.22
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Figure 6.15: Shock-cell length versus
shock-number atMj = 1.15: t Mext =
0.0, t Mext = 0.22, t Mext = 0.39

1 2 3 4 5 6 7 8
0.8

1

1.2

1.4

1.6

Shock number

L
s/β

 D

Figure 6.16: Shock-cell length versus
shock-number atMj = 1.35: t Mext =
0.0, t Mext = 0.22, t Mext = 0.39
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in�uence of Mext is moderate though.
As observed in the static case, shocks are much stronger at Mj = 1.35 than at Mj =

1.15.
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Figure 6.17: Calculated shock-strength at
Mj = 1.15 for di�erentMext: t Mext =
0.0, t Mext = 0.22, t Mext = 0.39
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Figure 6.18: Calculated shock-strength at
Mj = 1.35 for di�erentMext: t Mext =
0.0, t Mext = 0.22, t Mext = 0.39

6.3 Assessment of the acoustic model

The previous aerodynamic �elds are used to compute the sources of BBSAN. Nonetheless
ray-tracing calculations, that is propagation e�ects, are performed on a simpli�ed aero-
dynamic �eld de�ned by M = 0 for y > Ds and M = Mext for 0 ≤ y ≤ Ds. Refraction
occurring between the secondary stream and ambient medium in the ECL experiment is
thus correctly accounted for.

The PSDs using the numerical Green's function at Mj = 1.35 for Ms = 0.22 and
Ms = 0.39 are shown in Figures 6.19-6.22. Comparison is made with PSDs using the
free-�eld Green's function, and with experiments.

Numerically computing the Green's function results in a more accurate estimation
of the peak frequency, this is clearly seen in Figures 6.21 and 6.23 for Ms = 022 and
Ms = 0.39 respectively. Numerical Green's functions result in a lower peak frequency,
closer to experiments for all angles. This is also true for harmonics of fp, as shown in
Figure 6.20. Nevertheless, at lower frequencies, the numerical calculations lead to sharply
rising levels, which is not physical, except for θ = 90

◦
. This is not understood for now on

and requires further investigations.

6.3.1 Results at Mj = 1.35 and Ms = 0.22
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Figure 6.19: PSDs at Mj = 1.35 and
Ms = 0.22, θ = 130
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Figure 6.20: PSDs at Mj = 1.35 and
Ms = 0.22, θ = 110
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Figure 6.21: PSDs at Mj = 1.35 and
Ms = 0.22, θ = 90
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Figure 6.22: PSDs at Mj = 1.35 and
Ms = 0.22, θ = 70
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Figure 6.23: PSDs at Mj = 1.35 and
Ms = 0.39, θ = 130
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Figure 6.24: PSDs at Mj = 1.35 and
Ms = 0.39, θ = 110
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Figure 6.25: PSDs at Mj = 1.35 and
Ms = 0.39, θ = 90
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Figure 6.26: PSDs at Mj = 1.35 and
Ms = 0.39, θ = 70
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Conclusion

General conclusion

The objective of this research has been to develop a prediction method for BBSAN,
using a calculation of the mean turbulent �ow as an input for the model. This approach
overcomes the shortcomings of simpli�ed analytical models.

In the �rst chapter, the aero-acoustic features of supersonic shocked jets have been
presented, along with the state of the art. Interaction between shock-cells and turbu-
lence has been presented as the key mechanism generating BBSAN. Historical predictions
methods of BBSAN have been described, as well as recent developments. The in�uence
of �ight on BBSAN has also been described. Flight modi�es both the aerodynamics and
acoustics of shocked jets.

The RANS equations, used to compute the mean turbulent �ow have been presented
in Chapter 2. Since the calculations are performed on shocked �ows, the use of limiters
is necessary to prevent the computation from diverging. The chosen limiters have been
presented, as well as the k − ω − SST turbulence model, that is used to account for
turbulence in the calculations.

In the third chapter, a model for BBSAN has been derived analytically, starting from
the work by Morris & Miller [56], to �nally achieve a di�erent formulation. The model
relies on the LEE and a decomposition of the �ow �eld among four contributions (mean
�ow, shock perturbations, turbulence perturbations, shock-turbulence interaction). A
source term accounting for BBSAN has been identi�ed by recasting this decomposition
into the LEE. The LEE have then been arranged as a wave equation problem, solved
with the free �eld Green's function. Correlation function and PSD of the acoustic signal
have then been computed. At this stage, Morris & Miller use a spatial Fourier transform
in their formulation, well-suited for academic cases and regular meshes. For the present
model to be more general and easier to apply to complex con�gurations, a solution was
obtained not to use the Fourier transform. Using a slightly di�erent correlation function
for the turbulent velocity �uctuations gave the desired result, so that the �nal expression
for the PSD does not require the calculation of a Fourier transform.

In chapter four, the previous derivations have been applied to the case of static jets.
First, it has been shown how to practically use a CFD solver to calculate the mean
turbulent shocked �ow. A robust methodology consisting of three main steps has been
set up and presented. The methodology has been applied to jets at Mj = 1.15 and
Mj = 1.35. The calculations have been compared favorably to measurements by André [3]
at ECL. Comparisons include Schlieren visualizations, static pressure pro�les, 2D velocity
�eld with PIV and turbulence intensity. It has been shown that the calculations correctly
predicted the shock locations, which is essential because it determines the peak frequency
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of BBSAN. The examination of pressure pro�les demonstrated that the amplitude of
the shocks agreed fairly well with measurements, which in turns determines the source
strength and noise levels. The in�uence of the jet Mach number on the length and strength
of the shock-cells has also been discussed. Acoustic results have then been presented.
First, a grid convergence test has been successfully performed. Optimal size parameters
for the acoustic computation grid have been isolated. Then, the developed model has been
tested on a static jet at Mj = 1.15 and Mj = 1.35. For the various observation angles
considered, the peak frequency and spectral width of BBSAN agree reasonably well with
measurements. BBSAN source terms in the jet have been examined: they are located
where shocks and turbulence interact. Their relative strength and spatial distribution
vary with Mj and frequency. High frequency sources are mainly found close to the nozzle
lip, where turbulence is essentially �ne scale. At the peak frequency, sources extend all
along the jet sonic boundary. Increasing Mj stretches the shock structure and increases
the spatial extent of sources.

The �fth chapter studies refraction e�ects. The practical situations leading to re-
fraction of acoustic waves have been described. Then, it has been shown that under
a uniformly sheared and parallel �ow assumption, the LEE may be recast into Lilley's
equation to describe the propagation of acoustic perturbations in the �ow. The Green's
function technique is used to solve both Lilley's equation and the LEE. It has been shown
how to compute gL, the Green's function related to Lilley's equation, with ray tracing.
The method has been applied successfully to simple test cases. The vector Green's func-
tions associated with the LEE have then been derived from gL and validations have been
performed on test cases. A �nal formulation for the BBSAN model, including refraction
e�ects has then been proposed.

The sixth and last chapter deals with �ight e�ect on aerodynamics and acoustics.
Flight has been simulated using an external stream surrounding the main jet, and �ight
Mach numbers Mf ranged up to Mf = 0.39. Measurements by André [3] have been used
for comparison. Aerodynamic results have been presented �rst. Starting from Schlieren
visualization, the objective was to observe and explain the in�uence of �ight on the
development of the shocked jet. The external stream has been found to delay the turbulent
development of the jet, resulting in a stretched shock-cell pattern. The study of turbulent
quantities con�rmed that the reduced velocity di�erence across the jet shear layer lead
to a slower development of turbulence. On average, the shock-cell length increases with
Mf and the external stream reduces the decrease in shock-strength downstream. The
acoustic model, including refraction e�ects, has been assessed on a supersonic jet at
Mj = 1.35 surrounded by a subsonic jet at two Mach numbers Ms = 0.22 and Ms = 0.39.
Numerically computing the Green's function results in a more accurate estimation of the
peak frequency of BBSAN, as well as its harmonics. Nevertheless, at lower frequencies
acoustic levels rise sharply which is not normal and should be investigated further.

Outlooks

Numerous evolutions may be contemplated, depending on the perspective under consid-
eration. From a modeling perspective, the inclusion of temperature e�ects may also be
considered, as proposed by Miller in [51]. A well-identi�ed di�culty is that classical
two-equation turbulence models are known to incorrectly account for temperature �uctu-
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ations. Georgiadis et al. [32] compared classical models such as the k − ω − SST model
to improved two-equation models for heated jet �ow predictions. He concluded that some
modi�cations could provide better predictions of mean axial velocities, but that those
models do not improve upon standard models as far as the prediction of the turbulent
kinetic energy is concerned. Since this quantity plays a major role in noise prediction,
further research may be necessary before reaching such an application.

From an industrial point of view, an application of the model to more complex ge-
ometries is desirable. This may include 3D geometries with noise reduction technologies
such as chevrons. In the wider frame of global jet noise prediction, the BBSAN model
may be coupled to a mixing noise model such as the one by Tam & Auriault [84] for
complete predictions. Another topic of interest concerns installation e�ects. That is, how
the acoustic �eld produced by the jet plume is modi�ed when the engine is mounted under
the wing. A complete review of these e�ects is given by Fink [30]. More recently, Mengle
[47] observed experimentally that parameters such as the nozzle-to-wing gully height and
the �ap angle modi�ed the radiated sound �eld. A numerical characterization of these
e�ects would be of real interest: it could provide key information on how to integrate the
engine under the wing for better acoustic performance.

Successful comparisons with �ight measurements is another essential perspective, for
SNECMA and aircraft manufacturers such as Airbus. This would require the computation
of the mean turbulent �ow issuing from a typical commercial engine such as a CFM56-7B.
Then, the complete acoustic model, including refraction e�ects, could be run and results
compared to in �ight measurements.
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Appendix A

Turbulence models

A.1 Constants for turbulence models

The k−ω−BSL model is a mix between two turbulence models, namely k−ω and k− ε.
The constants of the k − ω − BSL model are obtained by mixing the constants of those
two models, using a blending function. Let φ1 be a constant for the original k−ω model,
and φ2 a constant for the the k−ε model. The corresponding constant for the BSL model
φ is obtained by

φ = F1φ1 + (1− F1)φ2 (A.1)

where F1 is a blending function, its expression may be found in [48].
For practical applications, the constants associated with the original k − ω model are

given by [94]
σk1 = 0.5, σω1,= 0.5 β1 = 0.0750
β∗ = 0.09, κ = 0.41, γ1 = β1/β

∗ − σω1κ
2/
√
β∗

(A.2)

The constants used in the k − ε model are from Jones-Launder [37]

σk2 = 1.0, σω2 = 0.856, β2 = 0.0828
β∗ = 0.09, κ = 0.41, γ2 = β2/β

∗ − σω2κ
2/
√
β∗

(A.3)

A blending function F2 is also used in the k−ω−SST model. It connects the expression
of νt in the boundary layer to the expression for a free shear �ow

F2 = tanh(arg2), arg = max

(
2

√
k

0.09ωy
,
400ν

y2ω

)
, νt =

a1k

max(a1ω,ΩF2)
(A.4)

The constants to be used for the k − ω model in the boundary layer are

σk1 = 0.85, σω1 = 0.65, β1 = 0.0750
β∗ = 0.09, κ = 0.41, γ1 = β1/β

∗ − σω1κ
2/
√
β∗

(A.5)

A.2 Conservative form of the RANS equations

The conservative form of the RANS equations is

∂

∂t

∫
Ω

W dΩ +

∫
∂Ω

F c · dS +

∫
∂Ω

F d · dS = 0 (A.6)
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A.2. CONSERVATIVE FORM OF THE RANS EQUATIONS

Ω is the CFD domain and ∂Ω is boundary. The state vector W is given by

W =


ρ
ρṽ1

ρṽ2

ρṽ3

ρE

 (A.7)

where the total energy is given by E = ρ
(
ẽ+ ṽiṽi

2

)
+

ρv′′i v
′′
i

2
. The convective �ux matrix

F c expresses as

F c =


ρṽ1 ρṽ2 ρṽ3

ρṽ2
1 + P ρṽ1ṽ2 ρṽ1ṽ3

ρṽ1ṽ2 ρṽ2
2 + P ρṽ2ṽ3

ρṽ1ṽ3 ρṽ2ṽ3 ρṽ2
3 + P

 (A.8)

and the di�usive �ux is given by

F d =


0 0 0
τ11 τ12 τ13

τ21 τ22 τ23

τ31 τ32 τ33

 (A.9)
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Appendix B

Calculation of the vector Green's

function

B.1 Calculation of Πn(x,y, ω) without mean �ow

Without mean �ow, Πn(x,y, ω) is obtained by deriving the free �eld scalar Green's func-
tion, namely

Πn(x,y, ω) =
∂

∂yn

(
e−iω

|x−y|
c∞

4πc2
∞|x− y|

)
(B.1)

Two functions are introduced,

{
u(y) = e−iω|x−y|/c∞

v(y) = 4πc2
∞|x− y|

(B.2)

Then,

Πn(x,y, ω) =
∂

∂yn

(u
v

)
=

∂u
∂yn

v − ∂v
∂yn

u

v2
(B.3)

The derivation of ∂u/∂yn gives,

∂u

∂yn
=

∂

∂yn

(
e−iω|x−y|/c∞

)
=

∂

∂yn

(
− iω
c∞
|x− y|

)
e−iω|x−y|/c∞

∂u

∂yn
= − iω

c∞

yn − xn
|x− y|

e−iω|x−y|/c∞

(B.4)

For ∂v/∂yn,

∂v

∂yn
=

∂

∂yn
(4πc2

∞|x− y|) = 4πc2
∞
yn − xn
|x− y|

(B.5)
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B.2. CALCULATION OF ΠM (X,Y + η, ω)

Reverting to B.3 :

Πn(x,y, ω) =
− iω
c∞

yn−xn
|x−y| e

−iω|x−y|/c∞ × 4πc2
∞|x− y| − e−iω|x−y|/c∞ × 4πc2

∞
yn−xn
|x−y|

16π2c4
∞|x− y|2

= −
iω
c∞

yn−xn
|x−y| e

−iω|x−y|/c∞ × |x− y|+ e−iω|x−y|/c∞ × yn−xn
|x−y|

4πc2
∞|x− y|2

Πn(x,y, ω) = −e
−iω|x−y|/c∞

4πc2
∞

× (yn − xn)×
1

|x−y| + iω
c∞

|x− y|2

(B.6)

This expression is simpli�ed using the far �eld hypothesis, detailed in the main chapter
corresponding to this appendix. An asymptotic expansion of |x− y|2 at the lowest order
gives,

|x− y|−2 = (x2
1 + x2

2 + x2
3 + y2

1 + y2
2 + y2

3 − 2(x1y1 + x2y2 + x3y3))−1

= |x|−2

(
1 +
|y|2

|x|2
− 2

x.y

|x|2

)−1

|x− y|−2 = |x|−2 + o(1)

(B.7)

Similarly, for (yn − xn)(1/|x− y|+ iω/c∞),

(yn − xn)(1/|x− y|+ iω/c∞) = xn

(
yn
xn
− 1

)(
iω

c∞
+ |x− y|−1

)
= −xn

[
iω

c∞
+

{
|x|2

(
1 +
|y|2

|x|2
− 2

x.y

|x|2

)}−1/2
]

+ o(1)

= −xn

[
iω

c∞
+ |x|−1

(
1 +
|y|2

|x|2
− 2

x.y

|x|2

)−1/2
]

+ o(1)

(yn − xn)(1/|x− y|+ iω/c∞) = −xn
[
iω

c∞
+ |x|−1

]
+ o(1)

(B.8)
Πn(x,y, ω) is now given by,

Πn(x,y, ω) = −e
−iω|x−y|/c∞

4πc2
∞

× (|x|−2 + o(1))×
(
−xn

[
iω

c∞
+ |x|−1

]
+ o(1)

)
=
e−iω|x−y|/c∞

4πc2
∞

|x|−2 × xn
[
iω

c∞
+ |x|−1

]
+ o(1)

Πn(x,y, ω) =
e−iω|x−y|/c∞

4πc2
∞

iω

c∞

xn
|x|2

+ o(1)

(B.9)

Finally,

Πn(x,y, ω) ≈ e−iω|x−y|/c∞

4πc2
∞

iω

c∞

xn
|x|2

(B.10)

B.2 Calculation of Πm(x,y + η, ω)

According to the previous part, Πm(x,y + η, ω) is given by,

Πm(x,y + η, ω) =
e−iω|x−(y+η)|/c∞

4πc2
∞

iω

c∞

xm
|x|2

(B.11)
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|x− (y + η)| is asymptotically expanded at the lowest order in |y|/|x|,

|x− (y + η)|2 = |x− y|2 + |η|2 − 2(x− y).η

= |x− y|2
(

1 +
|η|2

|x− y|2
− 2

(x− y).η

|x− y|2

)
(B.12)

Since η = y2 − y1, |η2|/|x− y|2 = o(1) :

|x− (y + η)|2 = |x− y|2
(

1− 2
x.η

|x− y|2

)
+ o(1) (B.13)

It follows that,

|x− (y + η)| = |x− y|
(

1− x.η

|x− y|2

)
+ o(1) (B.14)

Πm(x,y + η, ω) =
e−i

ω
c∞
|x−y| × ei

ω
c∞

x.η
|x−y|

4πc2
∞

iω

c∞

xm
|x|2

(B.15)

Finally,

Πm(x,y + η, ω) = Πm(x,y, ω)ei
ω

c∞
x.η
|x−y|

Π∗m(x,y + η,−ω) = Π∗m(x,y,−ω)ei
ω

c∞
x.η
|x−y|

(B.16)

B.3 Derivation of Πn with mean �ow

This appendix details the calculation of Πn when mean �ow e�ects are considered. The
acoustic pressure is a solution to Lilley's equation, so that,

p′(x, ω) = ρ c2

∫
y

gL(x,y, ω)Γ(y, ω)dy

p′(x, ω) = −ρ c2

∫
y

gL(x,y, ω)

[(
−iω + v1

∂

∂y1

)
∂fi
∂yi
− 2

∂vi
∂yi

∂fi
∂y1

]
dy

(B.17)

Expanding the summation over i,

p′(x, ω) = −ρ c2

∫
y

gL(x,y, ω)

(−iω + v1
∂

∂y1

)
∂f1

∂y1︸ ︷︷ ︸
A

+

(
−iω + v1

∂

∂y1

)
∂f2

∂y2︸ ︷︷ ︸
B

+

(
−iω + v1

∂

∂y1

)
∂f3

∂y3︸ ︷︷ ︸
C

− 2
∂v1

∂y1

∂f1

∂y1︸ ︷︷ ︸
=0

−2
∂v1

∂y2

∂f2

∂y1︸ ︷︷ ︸
D

−2
∂v1

∂y3

∂f3

∂y1︸ ︷︷ ︸
E

 dy
(B.18)

Using integration by parts for terms A to E, the spatial di�erentiation operator may be
applied to the Green's function instead of the source term. For instance, for term A this
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leads to,

A =

∫
y

gL(x,y, ω)

(
−iω + v1

∂

∂y1

)
∂f1

∂y1

dy

=

∫
y2,y3

[∫
y1

gL(x,y, ω)

(
−iω + v1

∂

∂y1

)
∂f1

∂y1

dy1

]
dy2 dy3

A =

∫
y2,y3

{[
gL(x,y, ω)(−iω)f1 + gL(x,y, ω)v1

∂f1

∂y1

]y1→+∞

y1→−∞

−
∫
y1

[
(−iω)f1

∂gL
∂y1

+ v1
∂f1

∂y1

∂gL
∂y1

]
dy1

}
dy2 dy3

(B.19)

The �rst term between square brackets is null because there are no source at in�nity.
Then,

A =

∫
y

iω
∂gL
∂y1

f1dy −
∫
y

v1
∂f1

∂y1

∂gL
∂y1

dy

A =

∫
y

iω
∂gL
∂y1

f1dy −
∫
y2,y3

{[
v1f1

∂gL
∂y1

]y1→+∞

y1→−∞
−
∫
y1

∂

∂y1

(
v1
∂gL
∂y1

)
f1dy1

} (B.20)

Again, the term between square brackets is null. Since v1 is not a function of y1, A reduces
to,

A =

∫
y

(
iω
∂gL
∂y1

+ v1
∂2gL
∂y2

1

)
f1dy1 (B.21)

Following similar steps, B is calculated,

B =

∫
y

gL(x,y, ω)

(
−iω + v1

∂

∂y1

)
∂f2

∂y2

dy

=

∫
y

(
−iω∂f2

∂y2

gL(x,y, ω) + v1
∂2f2

∂y1∂y2

gL(x,y, ω)

)
dy

=

∫
y1,y3

{
− [iωf2gL(x,y, ω)]y2→+∞

y2→−∞ +

∫
y2

(
iωf2

∂gL
∂y2

)
dy2

}
dy1dy3

+

∫
y1,y3

[
v1
∂f2

∂y2

gL(x,y, ω)

]y2→+∞

y2→−∞
dy1 dy3 −

∫
y

v1
∂f2

∂y2

∂gL
∂y1

dy

=

∫
y

iω
∂gL
∂y2

f2dy −
∫
y1,y3

[
f2v1

∂gL
∂y1

]y2→+∞

y2→−∞
dy1 dy3 +

∫
y

v1
∂2gL
∂y2∂y1

f2dy

B =

∫
y

(
iω
∂gL
∂y2

+ v1
∂2gL
∂y1∂y2

)
f2dy

(B.22)

The same steps applied to C give,

C =

∫
y

gL(x,y, ω)

(
−iω + v1

∂

∂y1

)
∂f3

∂y3

dy

=

∫
y

iω
∂gL
∂y3

f3dy −
∫
y

v1
∂f3

∂y3

∂gL
∂y1

dy

C =

∫
y

(
iω
∂gL
∂y3

+ v1
∂2gL
∂y3∂y1

)
f3dy

(B.23)
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D is faster to evaluate,

D =

∫
y

∂v1

∂y2

∂f2

∂y1

gL(x,y, ω)dy

= −
∫
y

∂

∂y1

(
∂v1

∂y2

gL

)
f2dy

D = −
∫
y

∂gL
∂y1

∂v1

∂y2

f2dy

(B.24)

E is similar to D,

E =

∫
y

∂v1

∂y3

∂f3

∂y1

gL(x,y, ω)dy

= −
∫
y

∂

∂y1

(
∂v1

∂y3

gL

)
f3dy

E = −
∫
y

∂gL
∂y1

∂v1

∂y3

f3dy

(B.25)

Injecting the new expressions of terms A to E into p′(x, ω) gives,

p′(x, ω) = ρ c2

∫
y

{
−
(
iω
∂gL
∂y1

+ v1
∂2gL
∂y2

1

)
f1

−
(
iω
∂gL
∂y2

+ 3
∂v1

∂y2

∂gL
∂y1

+ v1
∂2gL
∂y1∂y2

)
f2

−
(
iω
∂gL
∂y3

+ 3
∂v1

∂y3

∂gL
∂y1

+ v1
∂2gL
∂y1∂y3

)
f3

}
dy

(B.26)

Direct identi�cation between this expression and the formal solution,

p′(x, ω) = −ρ c2

∫∫
Πn(x,y, ω)fn(y, ω)dy (B.27)

leads to the expression of Πn,

Π1(x,y, ω) = −
(
iω
∂gL
∂y1

+ v1
∂2gL
∂y2

1

)
Π2(x,y, ω) = −

(
iω
∂gL
∂y2

+ 3
∂v1

∂y2

∂gL
∂y1

+ v1
∂2gL
∂y1∂y2

)
Π3(x,y, ω) = −

(
iω
∂gL
∂y3

+ 3
∂v1

∂y3

∂gL
∂y1

+ v1
∂2gL
∂y1∂y3

) (B.28)

B.3.1 Di�erentiation of gL using �nite di�erences

The derivatives of gL on the mesh are computed using �nite di�erences at fourth order.
The scheme is recalled for the �rst order derivatives,(

∂gL
∂y1

)
i,j,k

=
1

∆y1

(
−1

12
gLi+2,j,k

+
2

3
gLi+1,j,k

− 2

3
gLi−1,j,k

+
1

12
gLi−2,j,k

)
+O(∆y4

1) (B.29)(
∂gL
∂y2

)
i,j,k

=
1

∆y2

(
−1

12
gLi,j+2,k

+
2

3
gLi,j+1,k

− 2

3
gLi,j−1,k

+
1

12
gLi,j−2,k

)
+O(∆y4

2) (B.30)

(B.31)

Higher order derivatives are computed accordingly.
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B.4. FREE FIELD TEST CASE

B.4 Free �eld test case

In order to validate the computation of the scalar Green's function, a simple test case is
considered: the free �eld radiation. In this case, the scalar Green's function is

gL(x,y, ω) =
1

iωc2
∞

eikR

4πR
(B.32)

where k = ω/c∞ and R = |x− y|. Then the analytical derivatives of g∞ are given by,

∂g0

∂yi
(x,y, ω) =

(yi − xi)eikR(kR + i)

4πc2
∞ωR

3

∂2g0

∂y2
i

(x,y, ω) =

[
1

2R2

(
k +

ik2(x1 − y1)2

R
− k(x1 − y1)2

R2

)
−k(x1 − y1)2

R4
− i

3(x1−y1)2

R5 − 1
R3

2

]
eikR

2πc2
∞ω

∂2g0

∂yi∂yj
(x,y, ω) =i(yi − xi)(yj − xj)

k2R2 + 3ikR− 3

4πc2
∞R

5ω
eikR

(B.33)
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Appendix C

Geometrical acoustics

C.1 Jacobian matrices for the geodesic elements

The geodesic elements satisfy the following system,
dR

dt
=
∂f

∂x
.R+

∂f

∂k
.Q

dQ

dt
=
∂g

∂x
.R+

∂g

∂k
.Q

(C.1)

The corresponding Jacobian matrices in expanded and condensed form are given by,

∂f

∂x
=


∂u0x
∂x

+ ∂c
∂x
νx

∂u0x
∂y

+ ∂c
∂y
νx

∂u0x
∂z

+ ∂c
∂z
νx

∂u0y
∂x

+ ∂c
∂x
νy

∂u0y
∂y

+ ∂c
∂y
νy

∂u0y
∂z

+ ∂c
∂z
νy

∂u0z
∂x

+ ∂c
∂x
νz

∂u0z
∂y

+ ∂c
∂y
νz

∂u0z
∂z

+ ∂c
∂z
νz

 =
∂u0i

∂xj
+

∂c

∂xj
νxi (C.2)

∂f

∂k
=
c

k

1− ν2
x −νxνy −νxνz

−νxνy 1− ν2
y −νyνz

−νxνz −νyνz 1− ν2
z

 =
c

k
(δij − νxiνxj) (C.3)

∂g

∂x
= −k


∂2c
∂x2

+ νj
∂2u0j
∂x2

∂2c
∂x∂y

+ νj
∂2u0j
∂x∂y

∂2c
∂x∂z

+ νj
∂2u0j
∂x∂z

∂2c
∂x∂y

+ νj
∂2u0j
∂x∂y

∂2c
∂y2

+ νj
∂2u0j
∂y2

∂2c
∂y∂z

+ νj
∂2u0j
∂y∂z

∂2c
∂x∂z

+ νj
∂2u0j
∂x∂z

∂2c
∂y∂z

+ νj
∂2u0j
∂y∂z

∂2c
∂z2

+ νj
∂2u0j
∂z2

 = −k
(

∂2c

∂xi∂xj
+ νl

∂2u0l

∂xi∂xj

)
(C.4)

∂g

∂k
= −

 ∂c
∂x
νx + ∂u0x

∂x
∂c
∂x
νy + ∂u0y

∂x
∂c
∂x
νz + ∂u0z

∂x
∂c
∂y
νx + ∂u0x

∂y
∂c
∂y
νy + ∂u0y

∂y
∂c
∂y
νz + ∂u0z

∂y
∂c
∂z
νx + ∂u0x

∂z
∂c
∂z
νy + ∂u0y

∂z
∂c
∂z
νz + ∂u0z

∂z

 = −
(
∂c

∂xi
νxj +

∂u0xj

∂xi

)
(C.5)

C.2 Detailed equations for the geodesic elements
dR

dt
=

(
∂u0i

∂xj
+

∂c

∂xj
νxi

)
×Rj +

c

k
(δij − νxiνxj)×Qj

dQ

dt
= −k

(
∂2c

∂xi∂xj
+ νl

∂2u0l

∂xi∂xj

)
×Rj −

(
∂c

∂xi
νxj +

∂u0xj

∂xi

)
×Qj

(C.6)
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C.3. INITIAL CONDITIONS

C.3 Initial conditions

Rθ(0) = Rα(0) = 0 (C.7)

Qθ(0) =
∂kν

∂θ0

(0) =
∂k(0)

∂θ0

ν0 + k(0)
∂ν0

∂θ0

Qθ(0) =

[
−k0

(1 +M .ν)2
M .

∂ν

∂θ

]
ν + k

∂ν

∂θ
(C.8)

Qα(0) =
∂kν

∂α0

(0) =
∂k(0)

∂α0

ν0 + k(0)
∂ν0
∂α0

soit Qα(0) =

[
−k0

(1 +M .ν)2
M .

∂ν

∂α

]
ν + k

∂ν

∂α
(C.9)
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Appendix D

Derivation of Spp

It is now shown that the formula of Spp including refraction e�ects, namely

Spp(x, ω) = c2
∞
√
π

∫
...

∫
Πa
n(y1,x,−ω)Πa∗

m (y1 + η,x,−ω)amnK
ps(y1)ps(y1 + η)

luc

exp

(
−iω ξ

uc

)
exp

(
−ω

2

4

l2

u2
c

)
exp

[
− |ξ|
ucτs

− γ2 + ζ2

l2⊥

]
dy1dη

(D.1)
reduces to Equation (3.49) when neglecting refraction. When refraction is neglected, the
analytical vector Green's function is known, it is given by (3.24). First, anm = 0 for
m 6= n. Then, the use of (3.36) gives,

Πa
n(x,y1,−ω)Πa∗

n (x,y1 + η,−ω) = |Πa
n(x,y1,−ω)|2ei

ω
c∞

x·η
|x−y| (D.2)

This expression gives,

Spp(x, ω) =
ω2

16π
√
πc4
∞R

2

∫
...

∫
K

luc
exp

(
−ω

2

4

l2

u2
c

)
ps(y)ps(y + η)× ...

exp

(
−iωξ

uc

)
exp

[
− |ξ|
ucτs

− γ2 + ζ2

l2⊥

]
exp

(
i
ω

c∞

x1ξ + x2γ + x3ζ

R

)
dηdy

(D.3)

which was expected.
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Abstract

This work aims at developing a statistical prediction method for BroadBand Shock-
Associated Noise (BBSAN), following recent work from NASA and Boeing. The approach
is similar to studies performed for mixing noise models.

First, a methodology has been developed to compute the mean turbulent �ow �eld us-
ing the Reynolds Averaged Navier-Stokes (RANS) equations. These equations are solved
with elsA, a solver developed by ONERA. Most calculations have been performed on
academic con�gurations. An extensive test campaign has been conducted on these con-
�gurations at Ecole Centrale de Lyon (ECL), so that calculations have been thoroughly
compared to measurements. Mainly, two operating conditions have been tested. The �rst
one is a jet at Mj = 1.15. This condition is typical of a civil engine in cruise. The second
operating condition is a jet at Mj = 1.35, which rather concerns military engines.

An acoustic model has been developed. It uses the RANS calculation as an input
to compute Power Spectrum Densities (PSDs). The intermediate version of the model
does not account for refraction e�ects: acoustic sources are propagated to the far-�eld
using a free �eld Green's function. As will be seen, this gives good results on simple
con�gurations.

The model has been extended to account for refraction e�ects. This is achieved by
computing a Green's function tailored to the problem. A ray tracing method coupled to
an adjoint approach has been used to evaluate the Green's function. The computation of
the Green's function has been validated for simple cases. The Green's function calculation
has been coupled to the acoustic model. PSDs including refraction e�ects on dual-stream
jets are presented.
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