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This work belongs to the ongoing debate surrounding the mechanism responsible for low-angle sound emission from subsonic jets. The flow, simulated by large eddy simulation (Bogey & Bailly, *Comput. Fluids*, vol. 35 (10), 2006a, pp. 1344–1358), is a Mach 0.9 jet with Reynolds number, based on the exit diameter, of $4 \times 10^5$. A methodology is implemented to educe, explore and model the flow motions associated with low-angle sound radiation. The eduction procedure, which is based on frequency–wavenumber filtering of the sound field and subsequent conditional analysis of the turbulent jet, provides access to space- and time-dependent (hydrodynamic) pressure and velocity fields. Analysis of these shows the low-angle sound emission to be underpinned by dynamics comprising space and time modulation of axially coherent wavepackets: temporally localized energization of wavepackets is observed to be correlated with the generation of high-amplitude acoustic bursts. Quantitative validation is provided by means of a simplified line-source Ansatz (Cavalieri *et al.*, *J. Sound Vib.*, vol. 330, 2011b, pp. 4474–4492). The dynamic nature of the educed field is then assessed using linear stability theory (LST). The educed pressure and velocity fields are found to compare well with LST: the radial structures of these match the corresponding LST eigenfunctions; the axial evolutions of their fluctuation energy are consistent with the LST amplification rates; and the relative amplitudes of the pressure and velocity fluctuations, which are educed independently of one another, are consistent with LST.
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This work presents an analysis methodology intended to achieve these goals. We consider that not all turbulence activity is of equal importance where sound generation is concerned, and that the problem of modelling comes down to the problem of identifying the flow (source) directions that can be removed without detrimentally affecting sound estimates. The analysis methodology involves the following steps.

(i) Obtain full or partial information associated with the complete flow solution, \( q \); this data could be provided by experimental measurements or from a numerical simulation (a numerical simulation is considered in this work).

(ii) Identify and extract, from \( q \), the observable of interest, \( q_A \); the low-angle sound radiation is considered here.

(iii) Construct an observable-based filter, \( \mathcal{F}_{q_A} \), which, applied to the full solution, removes information not associated with sound production, and thereby provides a reduced-complexity sound-producing flow skeleton, \( \hat{q}_D = \mathcal{F}_{q_A}(q) \). Conditional analysis is used here, implemented by means of stochastic estimation.

(iv) Analyse \( \hat{q}_D \) with a view to postulating a simplified Ansatz for the source, \( s(\hat{q}_D) \).

(v) Ensure that the error function \( \| q_A - \hat{q}_A \|_2 \) is small, where \( \hat{q}_A = \mathcal{L} s(\hat{q}_D) \), \( \mathcal{L} \) being the convolution operator associated with solution of an inhomogeneous linear wave equation, and \( s(\hat{q}_D) \) the source term.

(vi) Determine the reduced-complexity dynamic law, \( \mathcal{M}(\hat{q}_D) = 0 \), that governs the evolution of \( \hat{q}_D \). (This aspect is partially treated in this paper, by means of linear stability theory, the real-time aspect of the problem being postponed to a second paper.)

Implicit in the above methodology is the assumption that turbulent flows can be meaningfully reduced to simplified kinematic and dynamic descriptions. A proposal of this kind put forth in 1952 would not have been very well received, as turbulence was then considered to comprise no more than a stochastic agglomeration of eddies. But much has changed since that time, both in terms of our understanding of turbulence, and the experimental and numerical diagnostics at our disposal for its analysis and modelling. In what follows we discuss briefly the notion of ‘coherent structure’: the interested reader can refer to Jordan & Colonius (2013) for a more complete review of coherent structures (wavepackets) in jet noise.

Experimental measurement and visualization of high Reynolds number jets reveals a chaotic multi-scale turbulence. Numerical simulations, such as the large eddy simulation (LES) used in this paper, continue to progress to finer and finer resolution, and in so doing they progressively capture more of these scales. Analysis of the turbulence so simulated leads to similar revelations regarding the wealth of space and time scales that populate the field. The visualization of vorticity, such as that shown in figure 2, is a nice example, and similar visualizations of more recent, higher-resolution simulations (Bailly, Bogey & Marsden 2010) show an even richer range of flow scales. There is no doubt, as measurements and visualizations as early as the 1950s had already suggested, that the turbulence of the jet comprises an extremely high-dimensional phenomenon. Computation of integral space and time scales, particularly in the azimuthal and axial directions, confirms that a significant portion of the fluctuation energy of the turbulence is dominated by motions that decorrelate rapidly both in space and in time.

Visualization and measurement from the 1960s through to today also leave no doubt that underlying this broadband field is a more organized motion. This motion cannot be clearly discerned in vorticity visualizations from simulations (vorticity tends
to highlight smaller structures), nor is it readily accessible from spectral analysis of single- or multi-point hot-wire data. Certain kinds of visualization, measurement and data-processing do, however, reveal most clearly a more orderly component of the flow motion, with surprisingly high levels of axial, radial and azimuthal coherence. This order was first observed by Mollo-Christensen (1963) by means of pressure measurements in the irrotational near field; it is also readily observable from hot-wire and/or pressure measurements in the potential core region of the flow (Lau, Fisher & Fuchs 1972). Conditional analysis, which we use in this paper, is another effective way of elucidating the said structure from the confusion of the background turbulence (Moore 1977; Hussain & Zaman 1981).

State-of-the-art, high-resolution numerical simulations, if they are correct, should also contain this orderly component of the jet turbulence, and it should be discernible by means of precisely the same kinds of measurement, visualization and feature eduction techniques by which it has been so extensively studied, experimentally, for over 50 years.

There was much debate over the course of the 1970s, 1980s and 1990s as to what this orderly component of canonical free shear flows, such as jets and mixing layers, is exactly, and how important a role it plays in terms of the various mechanisms at work in the dynamics of turbulence: production, transport, dissipation, etc. Early conceptual scenarios comparing this component of the flow to the kinds of coherent vortical structures observed in transitional flows were dismissed by measurement, visualization and analysis (Dimotakis & Brown 1976; Chandrsuda et al. 1978; Yule 1978). The idea that the organized component might dominate turbulence dynamics was also dismissed; Hussain (1983) argues that the Reynolds stresses, vorticity and turbulence production associated with the coherent part of the turbulent jet is of the same order as that of the ‘incoherent’ part of the flow. We would contend that it is probably less important than this.

Probably the most satisfactory manner by which ‘coherent structures’ can be apprehended, and placed in an appropriate conceptual and theoretical framework, is to consider them, as did many early researchers, as linear instabilities that derive their energy from the mean flow. The physical argument implicit in this assumptions is that a scale separation exists between these large-scale, axially, radially and azimuthally coherent motions, and the smaller – but considerably more energetic – turbulent motions that scale with the local mixing-layer thickness. The estimate of Hussain & Zaman (1981), that these coherent motions span eight jet diameters in the axial direction – an estimate consistent with observations of Tinney & Jordan (2008) and Cavalieri et al. (2012a), for instance – supports the idea of a scale separation. There is of course no suggestion here that jet turbulence is somehow linear: the jet evolves as it does due to the nonlinear dynamics that underpin the rich range of scales present in the shear layer; and it is these nonlinear dynamics that establish the mean flow structure through the Reynolds stresses. This result of the nonlinear dynamics can be legitimately considered as a base flow about which a linearization can be performed, the scale separation argument being central, in which case the so-called ‘coherent structures’ can be understood as small-amplitude undulations of the jet about its mean state, these undulations being characterized by much larger space scales than the turbulence.

Where sound production is concerned, the salient feature of the orderly component of the flow motion is its large azimuthal and axial coherence, which means that despite its low fluctuation amplitude it can present an important flow motion where sound production is concerned: the acoustic efficiency of these motions is greater than that
of the more energetic, but less coherent, smaller-scale motions, as first demonstrated, theoretically, by Michalke & Fuchs (1975).

A short overview of the different ways in which coherent structures (or wavepackets) have been studied is useful in order to clearly position the work we report here. Figure 1 illustrates three classes of study, indicated by the three boxes, that one encounters in the classical literature. The dotted line represents the broad spectrum of studies concerned, on one hand, with the challenge of identifying and educing wavepackets from turbulence and, on the other, with assessing the extent to which stability theory can constitute a suitable model. Mollo-Christensen (1963, 1967) observed wavepackets in his near-field pressure measurements, and suggested that hydrodynamic stability might be a useful means by which to model these; he also suggested how they might produce sound. Crow & Champagne (1971), Lau et al. (1972), Moore (1977) and Hussain & Zaman (1981) performed dedicated studies of the education of wavepackets from the turbulence of round jets. Crow & Champagne (1971), Crighton & Gaster (1976) and Moore (1977) made some of the first attempts to compare the educed wavepackets with linear stability theory; all of these studies involved comparisons with forced flows. Suzuki & Colonius (2006) and Gudmundsson & Colonius (2011) have reported more recent attempts to educate wavepackets, from unforced flows, and to confront them with the predictions of stability theory. We note, however, that none of the foregoing studies involve a serious attempt to quantitatively connect the wavepackets identified to the sound field: the studies all remain within the confines of the dotted square in figure 1.

Work has been reported where the connection is extended to the sound field (the dash-dotted box in figure 1). Tam & Morris (1980) and Tam & Burton (1984a,b) are examples, but all consider the supersonic scenario only; furthermore, quantitative comparisons were restricted to forced flows in Tam & Burton (1984b). The work of Mankbadi & Liu (1984) involves an attempt to extend from hydrodynamics to sound in a subsonic scenario, but turbulence data are not explicitly used, and no quantitative comparison is made with data.

A considerable body of work corresponding to that enclosed by the dashed line in figure 1 also exists. Papers studying the kinds of wavepacket behaviour that can lead to sound generation (wavepacket-to-sound arrow) include Crighton & Huerre (1990) and Sandham, Morfey & Hu (2006), but these papers do not include any comprehensive comparisons with data. Cavaliere et al. (2011b) explore how the details of time-local wavepacket dynamics can impact the sound field: this work involves quantitative comparison with LES data. Reba, Narayanan & Colonius (2010) have coupled near-field data, via a kinematic model of the wavepacket fluctuations registered on a Kirchhoff surface, to the far field. However, none of this work makes a theoretical connection to the turbulent jet.

A final body of work that must be cited also belongs within the confines of the dashed box in figure 1, but with the direction of the arrow reversed: work based on the use of far-field data to identify the parameters of a given wavepacket Ansatz. Papamoschou (2008), Morris (2009) and Papamoschou (2011) are good examples. Again, however, no rigorous theoretical connection is made to the turbulent jet.

The work we report here aims to bridge the gaps evoked above: we are working within the confines of the dash-dotted box, and the relevant arrow is that which connects the sound field to the dotted box. We use the sound field and the complete space–time structure of the turbulence to educate the sound-producing flow motions. We determine the parameters of a wavepacket Ansatz from this educed field; note that this
is quite different from the determination of wavepacket parameters using approaches such as reported by Morris (2009) and Papamoschou (2011) where the problem is constrained only by the sound field; in our work the parameters are constrained both by the turbulence and the sound field. Finally, we make a theoretical connection to the flow by means of a confrontation of the educed field with the predictions of linear stability theory.

The paper is organized as follows. In §2 the database is described. The low-angle sound emission, the observable of interest, $q_A$, is isolated in §3 using a frequency–wavenumber filter, and this enables the construction of the conditional filter, $\mathcal{F}_{q_A}$, by means of linear stochastic estimation. This allows access to the flow skeleton, $\hat{q}_D$, that underpins sound radiation. $\hat{q}_D$ is analysed, in §4 using proper orthogonal decomposition (POD) and in §5 using wavelets. A simplified source Ansatz, $s(\hat{q}_D)$, is proposed based on the results of the analysis. The source, a space- and time-modulated wavepacket, as proposed by Cavalieri et al. (2012a), is then tested, quantitatively,
by computing $\hat{q}_A = \mathcal{L}s(\hat{q}_D)$; good agreement is obtained when compared with the $q_A$, showing how, for low-angle radiation, the jet can be considered as a line source driven by small-amplitude fluctuations of the axial velocity about its mean value. In § 6, the educed field is compared with the results of linear stability theory. The comparison includes the radial eigenfunctions and spatial amplification rates of both the velocity and pressure modes. Remarkable agreement shows that the educed field, already quantitatively validated with respect to sound production, can be considered as synonymous with linear instabilities of the mean flow. Section 7 closes the paper with some conclusions and perspectives.

2. Flow configuration

The flow investigated is a Mach 0.9 single-stream jet with Reynolds number – based on jet diameter and exit velocity – of $4 \times 10^5$, obtained from the large eddy simulation of Bogey & Bailly (2006a). Details of the simulation, as well as the flow and sound properties and their extensive validation, can be found in Bogey & Bailly (2006a,b,c,d, 2007).

For the present study, a two-dimensional $x-r$ plane of the overall three-dimensional simulation is considered. Figure 2(a,b) shows instantaneous visualizations of the flow, vorticity and pressure being shown. A first split of the domain, into two parts, $\Omega_F$ and $\Omega_A$, is performed; the challenge is to educe, from the full complexity of the fluid motions in $\Omega_F$, those associated with the acoustic motions contained in $\Omega_A$. $\Omega_F$ is then further split into $\Omega_F^{\text{irrot}}$ and $\Omega_F^{\text{rot}}$, as shown in figure 2(b), in which, respectively, irrotational and rotational motions dominate.

A total number of $N_t = 19\,000$ snapshots, sampled at a Strouhal number of $St_D = 3.9$ (corresponding to a total duration of $tU/D = 4900$), are considered. This long time-series is necessary to ensure convergence of the flow–acoustic and acoustic–acoustic correlations required for stochastic estimation. Block-averaging and overlapping-windowed Fourier transforms have been used to obtain these space–time correlations and their estimates at given time delay, as will be discussed further.

Sound spectra calculated for two observation angles relative to the jet axis, $90^\circ$ and $25^\circ$ (corresponding to points M1 and M2 in figure 2a) are shown in figure 3. On account of both the unresolved scales and the fact that the upstream...
boundary layer has not been simulated, the sideline spectrum is peakier than that observed experimentally. This work focuses on the downstream spectrum, whose peaky character is often argued to be due to the action of coherent structures.

3. Computing the sound-producing flow skeleton, $\hat{q}_D$

The directive character of the sound field radiated by a round jet is frequently argued to be due to coherent structures (Mollo-Christensen 1963). However, it is not possible to provide a precise definition of what is meant by coherent structures, nor is there general agreement as to which aspects of their motion lead to the directive sound field produced by the round jet; see reviews of Jordan & Gervais (2008) and Jordan & Colonius (2013) and the introduction of Cavalieri et al. (2011b) for further discussion). The tool presented here is intended to provide clarification on this point. In this section steps (ii) and (iii) of the analysis methodology are described. First, the acoustic field is filtered so as to separate the low- and high-angle radiation; the low-angle component is considered to be the observable, $q_A$. Stochastic estimation is then chosen as the observable-based filter, $F_{q_A}$, providing the conditional space–time flow fields (both pressure and velocity) associated with the low-angle sound emission.

3.1. Directional filtering of the radiated sound field

The radiated pressure field is filtered into two angular sectors ($0^\circ \leq \theta \leq 60^\circ$) and ($60^\circ \leq \theta \leq 120^\circ$), which are henceforth referred to, respectively, as $E_{30}(y, t)$ and $E_{90}(y, t)$. The filtering is effected in frequency–wavenumber space, $(k_x, \omega)$. For each radial position, $y/D$, the pressure field is Fourier-transformed from $(x, t)$ to $(k_x, \omega)$:

$$\tilde{p}(y; \omega, k_x) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p(x, y, t) e^{-i(\omega t - k_x x)} \, dx \, dt. \quad (3.1)$$

A bandpass filter associated with each of the angular sectors is then applied, which, for a given frequency, retains wavenumbers in the range $\omega/c(\theta_M) < k_x < \omega/c(\theta_m)$ where $\theta_m$ and $\theta_M$ are the limits of the angular sector considered, and $c(\theta) = c_o/\cos(\theta)$ with $c_o$ the speed of sound. For a given angular sector, the bandpass filter is defined as follows:

$$\mathcal{W}(\omega, k_x) = \begin{cases} \exp \left[ -\left( k_x - \frac{|\omega|}{c(\theta_M)} \right)^4 / \beta^4 \right] & \text{if } \omega/c(\theta_M) \leq k_x \leq \omega/c(\theta_m), \\ 1 & \text{if } \omega/c(\theta_m) \leq k_x, \\ \exp \left[ -\left( k_x - \frac{|\omega|}{c(\theta_m)} \right)^4 / \beta^4 \right] & \text{if } \omega/c(\theta_m) \leq k_x, \end{cases} \quad (3.2)$$

where $\beta$ is a coefficient used to control the abruptness of the bandpass window; its value here is $\beta = 5dk_x$, where $dk_x$ is the wavenumber resolution. The filtered pressure is recovered by inverse Fourier transform:

$$p_f(x, y, t) = \int_{-\infty}^{+\infty} \tilde{p}(y; \omega, k_x) \mathcal{W}(\omega, k_x) e^{i(\omega t - k_x x)} \, d\omega \, dk_x. \quad (3.3)$$

Figure 4 shows frequency–wavenumber (left column) and space–time (right column) representations of the full pressure field (top), the $E_{30}$ component (middle) and the $E_{90}$ component (bottom). Both filtered fields exhibit a broad range of acoustic scales. The $E_{30}$ component is considered as the observable, $q_A$. 
3.2. Linear stochastic estimation

Stochastic estimation provides a means by which an approximation can be obtained for the conditional field \( \langle q(x, t) | q_A(x', t') \rangle \) of some quantity \( q \) evaluated at point \( x \) and time \( t \), given an observable \( q_A \) evaluated at \( x' \) and time \( t' \).

In the problem considered, \( q(x, t) \) comprises turbulent velocity and pressure fluctuations within the rotational part of the flow \( \Omega_F \), as well as the hydrodynamic pressure fluctuations in the irrotational near field. \( q_A(x', t) \) is the filtered acoustic pressure field, \( E_{30} \), in \( \Omega_A \). As shown in Adrian (1994), the linear estimate of the
conditional average of \( \mathbf{q}(x, t) \), given \( \mathbf{q}_A(x'_i, t) \) in \( \Omega_A \), can be written as

\[
\hat{\mathbf{q}}_D(x, t) = \sum_{i=1}^N a(x, x'_i) \mathbf{q}_A(x'_i, t + \tau(x, x'_i)).
\]

(3.4)

\( \tau(x, x'_i) \) is the retarded time between points \( x \) in \( \Omega_F \) and \( x'_i \) in \( \Omega_A \). The coefficients \( a(x, x'_i) \) are obtained by solving, for a given point \( x \) in \( \Omega_F \), a linear system of equations of the form \( \mathbf{Ay} = \mathbf{b} \) (Adrian 1994) with

\[
\mathbf{y} = (a(x, x'_1), \ldots, a(x, x'_N))^T,
\]

(3.5)

\[
\mathbf{b} = \left( q(x, t)q_A(x'_1, t + \tau(x, x'_1)), \ldots, q(x, t)q_A(x'_N, t + \tau(x, x'_N)) \right)^T,
\]

(3.6)

\[
A = \begin{bmatrix}
q_A(x'_1, t)q_A(x'_1, t) & \ldots & q_A(x'_N, t)q_A(x'_1, t + \tau(x, x'_1) - \tau(x, x'_N)) \\
\vdots & \ddots & \vdots \\
q_A(x'_1, t)q_A(x'_N, t + \tau(x, x'_N) - \tau(x, x'_1)) & \ldots & q_A(x'_N, t)q_A(x'_N, t)
\end{bmatrix}
\]

(3.7)

and where the overbar denotes a time-average. The vector \( \mathbf{b} \) contains flow–acoustic correlations while the matrix \( \mathbf{A} \) contains acoustic–acoustic correlations.

The retarded time \( \tau(x, x'_i) \) is the acoustic time delay between a point \( x \) in \( \Omega_F \) and the point \( x'_i \) in \( \Omega_A \). This is computed for each pair of points \( (x, x'_i) \) by solving ray-tracing equations, following Bogey & Bailly (2007). A fourth-order Runge–Kutta scheme is used for temporal integration while mean-flow derivatives are calculated using centred fourth-order finite differences. Samples of calculated ray paths are shown in figure 5, giving a sense of the effect of mean-flow refraction.

Here \( \mathbf{q}_A \) contains \( N = 20 \times 14 \) signals from the pressure probes distributed over \( \Omega_F \); these are indicated in figure 6 by black dots. With a view to obtaining an approximation of the axisymmetric component of the sound field, known to dominate downstream radiation (Michalke & Fuchs 1975; Fuchs & Michel 1978; Juvé, Sunyach & Comte-Bellot 1980; Cavalieri et al. 2011b), the pressure signals used in the stochastic estimation are obtained by averaging the upper and lower sections of \( \Omega_A \):

\[
\mathbf{q}_A(x'_i, t) = \frac{1}{2} [p_f(x'_i, |r'_i|, t) + p_f(x'_i, -|r'_i|, t)],
\]

(3.8)

where \((x'_i, r'_i)\) are the coordinates of \( x'_i \) and \( p_f \) the pressure fluctuations recorded at the probes.

Finally, the system of equations \( \mathbf{Ay} = \mathbf{b} \) is solved for each point in \( \Omega_F \). In order to deal with an eventual ill-conditioning of the linear system, the solution \( \hat{\mathbf{y}} \) is obtained with the aid of a Tikhonov regularization as described in Cordier, Abou El Majd & Favier (2010).

### 3.3. Domain breakdown

Figure 6(a) shows the full LES solution at a given instant in time. The black dots in \( \Omega_A \) indicate the locations of pressure probes used for the stochastic estimation. The pressure time histories of four pressure probes, located in \( \Omega_A \) at \( (x/D, y/D) = (3.5, \pm 6) \) and \( (12.5, \pm 6) \) (black squares) are shown in the centre of the image. These are helpful for tracking acoustic signatures to and from the flow: an example of such analysis is presented later.

In \( \Omega_A \) the pressure field, here entirely propagative, is shown. \( \Omega_F^{\text{no}} \) contains the near-field pressure, which comprises both propagative and non-propagative components. The latter, which carry the footprint of coherent structures (Tinney & Jordan 2008),
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Figure 5. Solid lines, acoustic ray paths between a selection of points along the jet centreline and two different positions in the acoustic field; dashed lines, isocontours of mean axial velocity.

Figure 6. (Colour online) Pressure and velocity fields of (a) LES solution, $q$, and (b) the observable, $q_A$ (in $\Omega_A$) and educed field, $\hat{q}_D$ (in $\Omega_{F}^{\text{irrot}}$ and $\Omega_{F}^{\text{rot}}$). The upper figures show pressure only. The lower figures, which show the velocity field, are close-ups of the regions identified by black boxes in the upper figures. The shading here corresponds to the $\Gamma$ criterion, the solid green lines are isocontours of zero pressure and the solid red line shows the centreline pressure signature (the $y$-direction in this case corresponds to the pressure amplitude.) The zones $\Omega_A$, $\Omega_{F}^{\text{irrot}}$ and $\Omega_{F}^{\text{rot}}$ correspond, respectively, to the linear acoustic region, the irrotational near field, where perturbations include acoustic and hydrodynamic components, and the nonlinear, vortical region. (a) LES solution at $tU/D = 120.7$; (b) linear stochastic estimation solution at $tU/D = 120.7$.

are frequently considered to be synonymous with linear instability waves (Suzuki & Colonius 2006) and have inspired a number of reduced-complexity source modelling methodologies (Sandham & Salgado 2008; Gudmundsson & Colonius 2009). Finally,
in $\Omega_{\text{rot}}^F$, both velocity and pressure fields are considered. The velocity field is best visualized in a Lagrangian reference frame, as per Picard & Delville (2000), by considering the quantity $\alpha u' + U - U_c$ with $\alpha = 10$ and $U_c = 0.55U_j$. The coefficient $\alpha$ is used to boost the fluctuation level so as to more clearly discern the flow topology. The green lines in $\Omega_{\text{rot}}^F$ are isocontours of zero pressure; by means of these, regions of positive and negative pressure can be seen within $\Omega_{\text{rot}}^F$, i.e. the extension of the irrotational field of $\Omega_{\text{iro}}^F$ into the nonlinear, rotational region of the flow. Figure 6(b) will be discussed in what follows.

4. Results and discussion

A presentation of the flow skeleton, $\hat{q}_D$, is provided in this section. In particular, proper orthogonal decomposition is used, to both discern the general structural features of the field and to provide an idea of the dimension of the associated phase-space.

4.1. General presentation of $\hat{q}_D$

Figure 6(b) shows, in $\Omega_{\text{iro}}^F$ and $\Omega_{\text{rot}}^F$, an instantaneous view of the conditional pressure and velocity fields of $\hat{q}_D$. It should be noted that the pressure and velocity fields are computed independently. A first observation that can be made is that good continuity is maintained between zones $\Omega_{\text{iro}}^F$ and $\Omega_A$ (remember, zone $\Omega_{\text{iro}}^F$ in figure 6(b) is the reconstructed field, whereas zone $\Omega_A$ is the low-angle component of the LES solution), and this persists as the reconstruction and the filtered LES solutions evolve in time. This continuity is due to the fact that a purely linear relationship exists between pressure fluctuations in the region $|r/D| > 3$ and those in the region $2 < r/D < 3$; as the nonlinear region of the flow is approached, a progressive increase in differences is observed between the conditional fields and the LES solution. These are the differences we are interested in: the conditional fields constitute structural entities related to the sound field by means of a linear transfer function – a reduced-complexity subspace of the flow that is linearly mapped to the sound field.

Comparison of figures 6(a) and 6(b) gives a visual sense of the effect of applying stochastic estimation. While this will be evaluated quantitatively later, let us here note the eduction of an organized flow structure: large, axially organized, vortical structures, interspersed by saddle points. Furthermore, we see that the regions of negative and positive conditional pressure (computed independently of the velocity field) correspond, as one would expect, to the vortical cores and the saddle points. This qualitative physical consistency supports the idea that the flow skeleton educed, $\hat{q}_D$, has properties of a Navier–Stokes solution, and could possibly be modelled as such. Further evidence of this will be presented in § 6.

The result shown in figure 6 is reminiscent of those obtained by the turbulence community in their attempts to separate ‘coherent structures’ from ‘background turbulence’ in various turbulent shear flows: turbulent boundary layers (Adrian 1977, 1978; Tung & Adrian 1980; Guezennec 1989; Zhou et al. 1999; Christensen & Adrian 2001; Stanislas, Perret & Foucault 2008), mixing layers (Delville et al. 1999; Ukeiley et al. 2001; Olsen & Dutton 2002; Druault, Yu & Sagaut 2010), cavity flows (Murray & Ukeiley 2005; Hudy & Naguib 2007; Murray & Ukeiley 2007), free jets (Jordan et al. 2005; Tinney, Glauser & Ukeiley 2005; Tinney et al. 2006, 2007). The present work differs from these studies in terms of the event data used. Rather than obtain conditional fields associated with turbulence quantities (summarized, for example, in Adrian 1994, table 1, p. 9), conditional fields associated with the radiated sound field are computed.
4.2. Proper orthogonal decomposition of $\hat{q}_D$

A proper orthogonal decomposition of both the conditional flow field and the LES solution is performed in order to assess differences between the fields in terms of their respective space and time organizations. POD of $\hat{q}_D$ is conceptually similar to the ‘most observable decomposition’ proposed by Jordan et al. (2007) and further developed by Schlegel et al. (2012); it also bears similarity to the implementation, by Freund & Colonius (2009), of POD using an acoustically weighted energy norm. In all cases the modal decomposition is conditioned with respect to the fluctuation energy of the acoustic field.

The Fredholm integral eigenvalue problem considered corresponds to the vector ‘snapshot POD’ of Sirovich (1987) for a regular mesh:

$$\int_T C(t, t') a^{(n)}(t') \, dt' = \lambda^{(n)} a^{(n)}(t),$$  \hspace{1cm} (4.1)

where $a^{(n)}(t)$ are the temporal coefficients, $\lambda^{(n)}$ are the eigenvalues and $C(t, t')$ represents the two-time correlation tensor, spatially averaged,

$$C(t, t') = \frac{1}{T} \int \sum_{i=1}^{n_c} u_i(x, t) u_i(x, t') \, dx,$$  \hspace{1cm} (4.2)

with $n_c$ the number of components used to describe the velocity field and $T$ the duration of the data set. Two axial and radial velocity components are considered. The eigenfunctions, $\Phi^{(n)}_i(x)$, are obtained by projection of the velocity field onto the coefficients, $a^{(n)}(t)$:

$$\Phi^{(n)}_i(x) = \int_T a^{(n)}(t) u_i(x, t) \, dt \text{ with } i = 1, \ldots, n_c.$$  \hspace{1cm} (4.3)

The algorithm is applied to data taken from $\Omega_{rot}^F$. 512 snapshots are considered, corresponding to a duration $TU/D \approx 132$. Two POD metrics are studied: the convergence of the POD eigenspectrum is used to assess the degree of organization of $\hat{q}_D$ (this can be loosely related to the dimension of the number of degrees of freedom of the flow skeleton), while the POD eigenfunctions give an idea of the representative spatial scales and their topology.

4.2.1. Eigenspectra

Figure 7 shows the convergence of the POD eigenspectrum of $q$ and $\hat{q}_D$. The result is clear: the complexity of the LES data leads to an eigenspectrum with slow convergence (100 modes required to capture 70% of the fluctuation energy), while the more organized structure manifest in $\hat{q}_D$ is reflected in a more rapid convergence (10 modes to capture the same energy). This order of magnitude difference reflects the lower-dimensional nature of the sound-producing structure of the turbulent jet.

4.2.2. Eigenfunctions

The POD eigenfunctions are presented in figure 9 for both velocity components and in figure 8 for the pressure field. The pressure eigenfunctions exhibit, for both $q_D$ and $\hat{q}_D$, a wavepacket structure characterized by axial growth and decay, the peak occurring upstream of the end of the potential core. We note the more abrupt axial decay of the $\hat{q}_D$ eigenfunctions; similar differences were observed by Freund & Colonius (2009) between their acoustically optimized and classical POD modes. The first two modes are consistent with an axisymmetric field, for both $q_D$ and $\hat{q}_D$. For the higher-order modes ($n \geq 2$), the LES solution exhibits behaviour consistent with a helical organization. Downstream radiation is predominantly axisymmetric and so this
difference is consistent: the helical organization present in the full LES solution is not efficient in driving downstream radiation, and is thus not educed by the conditional analysis.

The eigenfunctions associated with the velocity field exhibit considerable differences between \( \mathbf{q}_0 \) and \( \tilde{\mathbf{q}}_D \). The dominant \( \tilde{\mathbf{q}}_D \) eigenfunctions are structurally similar to the pressure eigenfunctions, again displaying features consistent with an axisymmetric wavepacket. The two most energetic \( \mathbf{q}_0 \) modes do not display such marked wavepackets; this organization appearing in the less energetic, higher-order modes. These characteristics are, again, similar to those observed by Schlegel et al. (2012) and Freund & Colonius (2009).

5. Source mechanism analysis

The conditional field, \( \tilde{\mathbf{q}}_D \), is now assessed with a view to gaining further insight regarding the flow motions associated with sound production. Following a methodology similar to that of Cavalieri et al. (2010, 2011b) and Koenig et al. (2011), a wavelet transform is used in order to identify temporally localized, high-amplitude...
fluctuations in the low-angle sound emission; those fluctuations are then tracked back into the conditional flow field to discern the flow behaviour that led to their emission.

The continuous wavelet transform involves a projection of the pressure signal onto a set of basis functions that are localized in both time and time scale, being thus better adapted to the analysis of intermittent events than the Fourier basis. Further details regarding the wavelet transform can be found in Farge (1992).

The Paul wavelet is used, defined, at order $m$, as

$$
\psi(1, t - \tau) = \frac{2^m m!}{\sqrt{\pi (2m)!}} [1 - i(t - \tau)]^{-(m+1)}.
$$

(5.1)

This was found by Koenig et al. (2011) to be well suited, with $m = 4$, to the analysis of jet noise.
The continuous wavelet transform of the pressure signal is

$$\tilde{p}(s, t) = \int_{-\infty}^{+\infty} p(\tau) \psi(s, t - \tau) \, d\tau. \quad (5.2)$$

The scale $s$ can be converted to a pseudo-frequency, as in Torrence & Compo (1998), or, equivalently, to a pseudo-Strouhal number, $St^*$, which for Paul’s wavelet is

$$St^* = \frac{(2m + 1)D}{4sU}. \quad (5.3)$$

The scalogram, $|\tilde{p}(s, t)|^2$, is shown in figure 10 for a sensor located at $\theta = 25^\circ$ and $6D$ (point M2 in figure 2) from the jet centreline. The most energetic bursts are found to occur at a pseudo-Strouhal number of $\sim 0.3$, and a particularly loud event is observed, at this Strouhal number, at $tc_o/D = 164$. Let us examine the flow behaviour associated with this event.

Figure 11 shows the evolution of the flow up to and throughout the emission of the high-amplitude burst. The pressure field is shown in the upper part of each sub-figure, three pieces of information being contained in the lower part: the velocity vector field, shaded by the $\Gamma$ criterion (dark shades correspond to rotational regions), isocontours of zero pressure (green lines), and the pressure on the jet centreline (red lines) – the $y$-direction here corresponds to the amplitude of this fluctuation. The evolution of the flow from $(t + t_{ray})c_o/D = 162.4$ to $(t + t_{ray})c_o/D = 165.3$ (where $t_{ray}$ is the time taken for a sound wave to travel from the jet centreline, at $x/D = 4$, to the pressure sensor M2) comprises an axisymmetrization of the velocity field and an associated increase in both the amplitude and axial organization of the hydrodynamic pressure field. At $(t + t_{ray})c_o/D = 162.4$ and $(t + t_{ray})c_o/D = 163.8$ the coherent structures look disorganized, possibly in a helical arrangement. At $(t + t_{ray})c_o/D = 165$ and $(t + t_{ray})c_o/D = 165.3$ they become axially organized and axisymmetric, with a hydrodynamic pressure field comprising three high-amplitude spatial oscillations, consistent with the preferred structure of Hussain & Zaman (1981), the near-field signatures observed by Jordan & Tinney (2008) in co-axial jets, and the wavepackets identified experimentally and numerically, respectively by Cavalieri et al. (2011a, 2012b), as being associated with the low-angle axisymmetric component of jet noise. It appears to be this energization of the axisymmetric component of the flow that underpins the high-amplitude burst, the temporal growth and decay being particularly important, consistent with the simplified models of Sandham et al. (2006) and Cavalieri et al. (2011b).

Figure 12 allows an analysis over a longer period of time, where many such bursts are observed. Hydrodynamic and acoustic signatures are here temporally aligned using the propagation time, $t_{ray}$. The time evolutions of the centreline hydrodynamic pressure of $q$ and $\hat{q}_D$ are shown in the first two columns; the space–time modulation of organized wavepackets is most clearly visible in the latter. Columns (e) and (f) show, respectively, the time history of the acoustic pressure registered by the
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Figure 11. (Colour online) Conditional field, $\hat{q}_D$, prior to and during the generation of a high-amplitude sound pressure fluctuation. The pressure time histories shown in the middle of the top part of each subfigure correspond to the pressure fluctuations registered on the probes indicated by the solid squares in the region $\Omega_A$. A box in the top time trace (which corresponds to the low-angle probe) identifies the high-amplitude acoustic fluctuation. The arrow in subfigures (b–d) identifies this pulse as it is generated by, and begins to propagate from, the flow. The lower part of each subfigure shows a close-up of the rotational region $\Omega_{\text{rot}}$, where velocity and pressure are shown (using the same display as in figure 6). The solid red line shows the amplitude of the fluctuating pressure on the jet centreline. (a) Step 1, $(t + t_{\text{ray}})c_o/D = 162.4$; (b) step 2, $(t + t_{\text{ray}})c_o/D = 163.8$; (c) step 3, $(t + t_{\text{ray}})c_o/D = 165.0$; (d) step 4, $(t + t_{\text{ray}})c_o/D = 165.3$. 
sensor M2 \((\theta = 25^\circ, x = 6D)\) and the corresponding scalogram (the same as that shown in figure 10, reproduced here to aid interpretation). Columns \((c)\) and \((d)\) will be commented on later.

The conditional hydrodynamic centreline pressure signature (column \((b)\)) associated with the loud event discussed above can be seen to be temporally more abrupt (duration indicated by the dotted lines) than most of the other wavepacket modulations shown in column \((b)\) (e.g. at \((t + t_{ray})c_o/D \approx 20, 50, 80, 145\)). Our hypothesis is that these space and time modulations are associated with high acoustic efficiency. The corresponding wavepacket envelopes can be obtained by means of a short-time Fourier series as follows. For each axial position the temporal dependence of the pressure is assumed to contain a dominant harmonic oscillation \(\omega\) with amplitudes slowly varying in time, as per Tadmor et al. (2008),

\[
p(x, t) = \phi_c(x, t) \cos(\omega t) + \phi_s(x, t) \sin(\omega t),
\]

where the functions \(\phi_c\) and \(\phi_s\) are given by

\[
\phi_c(x, t) = \frac{2}{T} \int_{-T/2}^{+T/2} p(x, t + \tau) \cos(\omega \tau) \, d\tau,
\]

\[(5.5a)\]
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\[
\phi_s(x, t) = \frac{2}{T} \int_{-T/2}^{+T/2} p(x, t + \tau) \sin(\omega \tau) \, d\tau.
\]  
(5.5b)

The result, shown in column (c), provides the space and time dependence of the wavepacket envelope using the hydrodynamic pressure as the metric. In order to assess if these modulations are the salient features vis-à-vis sound production, it is necessary to compute a sound source quantity and evaluate, quantitatively, the relationship between the wavepacket envelope modulation and the radiated sound. This is done using the line source model of Cavalieri et al. (2011b).

The Ansatz takes the form

\[
T_{11}(x, t) = 2\pi \left( \int \rho_0 U(x, r) \tilde{u}(x, r, t) r \, dr \right) \delta(r),
\]  
(5.6)

with the integral term expressed as a wavepacket of the form

\[
Q(x, t) = A(t) \exp[i(\omega t - kx)] \exp \left[ -\frac{x^2}{L(t)^2} \right],
\]  
(5.7)

which produces the far-field sound signature

\[
p(y, t) = -\frac{(kM_c)^2 A^* L^* \sqrt{\pi} \cos^2 \theta}{|x|} \times \exp \left[ -\frac{(L^* k)^2 (1 - M_c \cos \theta)^2}{4} \right] \exp \left[ -i\omega \left( t - \frac{|x|}{c_o} \right) \right],
\]  
(5.8)

where * denotes evaluation at the retarded time \( t - |x|/c_o \). The source is a non-compact axial distribution of axially aligned longitudinal quadrupoles that form a subsonically convected wavepacket. Only the linear component is modelled, as this has been shown in a number of studies to dominate low-angle radiation (Freund 2003; Bodony & Lele 2008; Sinayoko, Agarwal & Hu 2011). The radial integral, which allows the source to be concentrated on a line, is justified because of the radial acoustic compactness of the flow for the frequencies considered (\( St \sim 0.3 \)). For further discussion and details the reader can refer to Cavalieri et al. (2011b).

The space–time wavepacket modulation discussed above appears in the model in the form of a time-varying amplitude, \( A(t) \), and length scale, \( L(t) \). These allow the convected wavepacket to be modulated in a manner similar to that observed in the conditional fields above. In what follows, the velocity components of the conditional field, \( \hat{q}_D \), are used to provide time-varying amplitudes and length scales for the source model. In order to do so a number of steps are necessary. Following computation of the radial integral in (5.6), proper orthogonal decomposition is applied, in the same spirit as § 4, and a twenty-mode truncation, comprising 99\% of the fluctuation energy, is retained. The result of this decomposition is then bandpass-filtered in the range \( 0.15 \leq St \leq 0.55 \), which corresponds to the loud events identified in the scalogram. The dominant frequency and convection velocity (which provide \( \omega \) and \( k \)) are obtained from this bandpass-filtered, twenty-mode truncation. A short-time Fourier series is then applied – similar to that applied to the centreline pressure and shown in figure 14(c) – in order to obtain space- and time-dependent wavepacket envelope amplitudes; the result is shown in figure 14(d) (we note the structural similarity to figure 14). At each time step, the result of the short-time Fourier transform is fitted with a Gaussian function (figure 13). This allows the space- and time-dependent wavepacket envelope to be expressed in terms of a time-dependent amplitude, \( A(t) \), and length scale, \( L(t) \).
The sound field is then computed from (5.8) and compared with the LES, which is bandpass-filtered in the same way as the source.
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\[ \text{Figure 15. Comparison of acoustic signatures of 'jittering' (with amplitude modulation as per figures 12b and 13) and non-jittering wavepackets with that of the original LES.} \]

\[ \text{Figure 16. Difference in noise level estimate as a function of number of modes retained in POD reconstruction of the line source term. Observation angle } \theta = 25^\circ. \text{ The reference level is taken from the modelled directivity obtained with 20 POD modes (figure 15).} \]

Before going on to look at the result, let us here briefly summarize, schematically (figure 14), the entire data-reduction and analysis procedure. Following figure 14 from top to bottom: beginning with full flow information from the LES solution, \( q \), the sound-producing flow skeleton, \( \hat{q}_D \) (defined here as a conditional field with respect to the low-angle sound emission), is educed; based on an argument of radial acoustic compactness this field is concentrated on a line by means of a radial integral. The
result is truncated (20 POD modes retained), bandpass-filtered, and fitted to the source Ansatz. An analytical solution is available for the sound field radiated by the model source, and this is compared with the sound field of the LES (in the same frequency range).

The comparison is shown in figure 15. Three curves are shown: the solid black line corresponds to the bandpass-filtered sound field of the LES, the open circles show the
result obtained when time-averaged values of $A(t)$ and $L(t)$ are used, and the solid black squares show the result obtained from the procedure outlined above. The result is clear, and similar to that obtained by Cavalieri et al. (2011a): when the space–time modulation of the wavepacket envelope is suppressed, an error of over 6 dB results. On the other hand, when the wavepacket envelope is permitted to dance in a manner similar to the educed flow skeleton, agreement between the model sound field and the LES is good, showing that the behaviour educed by the conditional analysis constitutes salient sound source activity.

The fitting of the source model involves a certain degree of *ad hoc* choice, and so we perform some checks with a view to assessing the model’s robustness. The least objective aspect of the fitting procedure is the POD truncation, and so we evaluate the sensitivity of the result to this. Figure 16 shows the differences in computed sound pressure level (SPL), at $\theta = 25^\circ$, between the twenty-mode model presented above and models with different numbers of modes. A maximum error of 1.8 dB is observed when only two modes are retained, a clear convergence being observed for $n > 20$. This result shows that the model is relatively robust and, furthermore, justifies the twenty-mode truncation.
Figure 20. Comparison between $u_x$ eigenfunctions of linear stability theory and the $u_x$ component of the velocity field computed by LSE at $x/D = 1.5$ for Strouhal numbers of (a) 0.40, (b) 0.50, (c) 0.60 and (d) 0.70.

We perform the following further test, intended to evaluate the effect of contaminating the educed physics, and thereby testing the model further with regard to its physical pertinence. The key source parameters are the temporal modulation of both the amplitude and the axial extent of the wavepacket. Figure 17 shows the corresponding spectra, which are dominated by low-frequency activity; a further key characteristic (not shown) is a high level of correlation between $A(t)$ and $L(t)$ (coherence levels of the order of 80% are observed in the energy-containing frequency band). We compute the sound field generated by a wavepacket whose envelope has the same power spectra, $A(f)$ and $L(f)$, as the educed model, but where the coherence between the two parameters is equal to zero (this is achieved through the imposition of a random phase on $A(f)$ and $L(f)$). The new wavepacket generates downstream radiation which is 2.3 dB less than that of the wavepacket with ‘correlated modulation’. This result, considered together with the results of Cavalieri et al. (2011a,b), where the same source model produced close quantitative agreement when used in conjunction with data from two other numerical simulations (direct numerical simulation and LES), reinforce the contention that this correlated wavepacket modulation constitutes acoustically important source behaviour.
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6. Comparison of the estimated fields with linear instability waves

In keeping with the analysis approach outlined in § 1, we now perform some interrogations regarding the dynamic nature of the conditional fields obtained and validated as a sound source in the previous section. It was remarked earlier that, despite the fact that the conditional velocity and pressure fields are computed independently, the visualizations suggest that they behave in a physically realistic fashion: they comprise features consistent with a solution of the Navier–Stokes equations.

Efforts to connect wavepackets to, or indeed to derive them from, the Navier–Stokes equations generally involve the use of hydrodynamic stability theory. In view of this we here perform a comparison of the conditional field $\hat{q}$ with the results of linear stability theory for a parallel axisymmetric shear layer (Michalke 1984).

6.1. Mathematical model

A linear spatial instability calculation was performed assuming a locally parallel base flow, with inviscid compressible disturbances, as in Michalke (1984). For the base flow, a fit of the linear stochastic estimation mean velocity profile based on a tanh profile is used. Numerical results for the eigenvalue problem were obtained with a Runge–Kutta
integration in a shooting procedure. As a check of the numerical procedure, the algorithm was seen to reproduce growth rates and convection speeds from Michalke & Hermann (1982). The instability-wave Ansatz takes the form

$$
\begin{bmatrix}
p(x, r) \\
u_x(x, r) \\
u_r(x, r) \\
u_\phi(x, r) \\
\rho(x, r)
\end{bmatrix} = C
\begin{bmatrix}
\tilde{p}(r) \\
\tilde{u}_x(r) \\
\tilde{u}_r(r) \\
\tilde{u}_\phi(r) \\
\tilde{\rho}(r)
\end{bmatrix}
\exp[i(\omega t - \alpha x - m\phi)].
$$

We consider only the axisymmetric mode, as it is this flow motion – predominant where low-angle sound emission is concerned – that the conditional analysis was constructed to educe from the data. Comparisons are performed at two axial positions, \(x/D = 1.5\), the most upstream point, where the wavepackets are in a very early stage of amplification, and \(x/D = 3\), where the wavepacket amplitudes peak.

The conditional pressure field is used in both cases to determine the constant \(C\) in (6.1); the fluctuation amplitudes of both the axial and radial velocity components of the instability waves are constrained by the pressure matching. The velocity comparisons therefore constitute quite a demanding test of the eduction procedure.

**Figure 22.** Comparison of the phase for the \(u_x\) eigenfunctions of linear stability theory and the LSE results at \(x/D = 1.5\) for Strouhal numbers of (a) 0.40, (b) 0.50, (c) 0.60 and (d) 0.70.
6.2. Linear instability waves in the upstream portion of the jet

Figure 19 shows a comparison, at $x/D = 1.5$, between the pressure eigenfunctions for four frequencies close to the most unstable frequency of the axisymmetric wave, $m = 0$, and the results of linear stochastic estimation (LSE). The free constant $C$ was adjusted for a best fit with the LSE pressure.

Good agreement is observed between the radial shape of the pressure field obtained by LSE and that of the linear stability eigenfunctions. Both present a maximum near the jet lipline, with exponential decay as $r$ increases. The agreement with axisymmetric linear instability waves suggests, as did the results of §5, that LSE successfully extracts axisymmetric wavepackets from the full velocity data.

For large $r$ the LSE results show a switch to the algebraic decay characteristic of acoustic waves. The linear instability calculation, on the other hand, based on the parallel flow assumption, does not capture acoustic radiation for subsonically convected waves, which is why the stability eigenfunctions continue to decay exponentially.

Comparison between the linear stability velocity eigenfunctions and the velocity field computed by LSE are shown in figures 20 and 21 for the axial and radial velocity.
Figure 24. Comparison between pressure eigenfunctions of linear stability theory and the pressure field computed by LSE at $x/D = 3$ for Strouhal numbers of (a) 0.20, (b) 0.25, (c) 0.30 and (d) 0.35.

components respectively. Recall again that the amplitude of the LST eigenfunctions (the constant $C$) has been fixed by the pressure matching. Remarkable agreement is observed for both components of the LSE velocity field.

An interesting feature of both the radial shape of the eigenfunctions, shown in figure 20, and which is also observed in the LSE velocity field, is the near-zero amplitude close to the lipline. For the stochastic estimation this is more pronounced for higher Strouhal numbers. As the results of figure 11 show that the estimated field has a topology comprising a convected train of vortical structures, this near-zero amplitude of the axial velocity fluctuation can be understood to be due to the signature of this convected train, which in an idealized case will have zero axial velocity fluctuation at the radial position of the trajectory of the centroid of the vortices. A second feature of such a convected train, as modelled for instance by Lau et al. (1972), is a phase inversion. This signature is also observed in both the LST and LSE results, as shown in figure 22.

Finally, figure 23 compares the growth rate computed by LST with the growth rate of the amplitude of the axial velocity fluctuation computed by LSE. The exponential growth rates predicted by LST are shown as straight lines; if these are tangent to the
6.3. Downstream development of instability waves

The wavepackets educed from the large eddy simulation, shown in § 5 to radiate a quantitatively correct sound field, have their peak amplitude at around \( x/D = 3.0 \), after which they decay. This decay is, of course, a crucial part of the sound radiation process. The amplification rates predicted by LST (figure 18) indicate that amplification has considerably weakened at this axial position and that linear instabilities would indeed be on the point of becoming stable. We therefore repeat the same series of comparisons with the predictions of LST at this axial position, in order to ascertain if LST can again be considered a pertinent theoretical context within which to interpret the results of the analysis methodology we have pursued, and to understand the sound-producing decay of the wavepackets.

Comparisons are shown in figures 24, 25, 26 and 27 for four frequencies in the vicinity of the peak of the amplification curve (figure 18). The pressure fit is again used to determine the constant \( C \). Because at this point in the flow the motion of
the vortical structures is more chaotic (they jitter both in $x$ and in $r$), the near-zero amplitude signature observed at the upstream location does not register so clearly. Application of spectral POD, in the same manner as Gudmundsson & Colonius (2009) and Cavalieri et al. (2012b), allows this feature of the signature to be extracted. Globally, the agreement is once again remarkably good, indicating that the conditional velocity field educed from the LES is, at its peak amplitude, again synonymous with a linear instability of the mean flow.

7. Conclusions and perspectives

An analysis methodology, developed for the mining of numerical and experimental data in order to understand the flow physics associated with turbulent jet noise, has been presented and applied to a well-documented LES database.

The work is motivated by a desire to go beyond the limits associated with techniques currently used for sound-source identification: acoustic analogies, source imaging (beamforming, etc. . . . ), two-point flow–acoustic correlations. The core idea consists in using the sound field together with the turbulence field (pressure and velocity) to educed from the turbulent jet to its sound-producing skeleton. Implicit is the idea that underlying the high-dimensional jet turbulence are more organized motions,
The educed flow skeleton comprises axially non-compact, space- and time-modulated wavepackets, and is validated in terms of its acoustic behaviour using a line-source \textit{Ansatz}. The acoustic efficiency of the wavepackets is found to be associated with a fixed phase relationship that exists between the spatial and temporal components of the modulation: the time-varying amplitudes and axial length scales are correlated.

The educed structure is, furthermore, tightly correlated with linear instability waves. The meaning of this result can be clarified by considering what lies behind (3.4) outlined by Adrian (1977): linear stochastic estimation provides an approximation of a conditional average. Where jets are concerned, a nice early illustration of a conditional average, and which can be used here to briefly discuss the underlying significance, is provided by the images of Moore (1977) (reproduced here in figure 28). The wavy patterns in figure 28 were obtained by conditionally selecting, and subsequently averaging, Schlieren images corresponding to high-amplitude spikes of the near-field pressure. The fact that the conditional average produces this result, rather than

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure27.png}
\caption{Comparison between \(u_r\) eigenfunctions of linear stability theory and the corresponding components of the conditional velocity field computed by LSE at \(x/D = 3.0\) for Strouhal numbers of (a) 0.20, (b) 0.25, (c) 0.30 and (d) 0.35.}
\end{figure}
something similar to the unconditional average, has a strong implication: it indicates that the wavelike state is real, and is revisited repeatedly by the flow. Keefe (talk cited by Broze & Hussain 1994) has suggested that this indicates the existence of an underlying attractor. It furthermore indicates that the near pressure field contains the signature of these repeated visitations.

It is also well known that the near pressure field of jets is dominated by such wavelike motions (Mollo-Christensen 1963, 1967; Picard & Delville 2000; Tinney & Jordan 2008). Suzuki & Colonius (2006) have placed this observation on a more quantitative footing, showing, in a statistical sense, that the near pressure field of turbulent jets can be associated with linear instabilities of the mean flow; and Reba et al. (2010) have shown that it is possible to make the connection between measurements of these instabilities and the far field. Note that the inverse operation, i.e. obtaining the near-field pressure from the far acoustic field, is less straightforward, as it is non-unique; finding the velocity fluctuations from the acoustic far field has never, to the best of our knowledge, been attempted.

With these ideas in mind let us reconsider the main result of the present work, which is that the low-angle component of the acoustic field educes conditional pressure and velocity fields that are strongly identified, in a statistical sense, with axisymmetric linear instability waves: both the growth rates and the (off-axis) radial structures of the waves are obtained. Furthermore, the educed field comprises the saturation and decay phases characteristic of instability waves, and which are so important for sound radiation (Crow & Champagne 1971; Michalke & Fuchs 1975; Prowcs Williams & Kempton 1978; Tam & Burton 1984a,b; Crighton & Huere 1990); but no a priori assumption is made that the waves should behave in this way. It is true that the source Ansatz used, subsequently, to extract time-varying amplitudes and length scales does contain this growth-to-decay cycle, implicitly, but this behaviour is clearly present in the educed field prior to any consideration of the said Ansatz.
These results constitute a further compelling demonstration that the dynamics of the aforesaid attractor can be represented statistically as linear instability waves of the mean flow, and that these are, furthermore, directly related to the low-angle, low-frequency sound radiation. The result therefore provides evidence, complementary to the work of Suzuki & Colonius (2006) and Reba, Simonich & Schlinker (2008) but going beyond it, in the following ways: (a) we did not explicitly set out to find instability waves; (b) we deduce and study both the velocity and the pressure components of the field; (c) we use the far-field sound to perform the eduction; and (d) we extract space- and time-dependent fields. The work allows us to conclude that the low-angle far-field sound is driven by the dynamics of linear instabilities.

Much of the above reasoning is based on a time-averaged view of things. As per point (d), a further novelty of the present work lies in the eduction of space- and time-dependent conditional fields. The particularities of the space–time structure of the educed field (the wavepacket envelope modulations shown to be important where sound generation is concerned; the fact that twenty degrees of freedom suffice to capture the sound radiation; the correlation between the amplitude and length scale), constitute a richer set of clues – than does the favourable comparison with stability theory – regarding the specific morphology of the attractor, and these clues will be important in guiding future modelling efforts.
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