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A new processing method is developed to analyze images from a Fabry–Pérot interferometer in order to extract

point measurements of temperature and velocity within a gas flow, using Rayleigh scattering. Two types of

interferograms are generated from a Fabry–Pérot model combined with a simulated light source. The first type is

obtained from a diffuse coherent light source, namely, a laser beam on a diffuser. The interferometer characteristics,

definedby only two independent parameters, are retrievedwithin 0.1%accuracy.The knowledge of these parameters

is mandatory to analyze interferograms from Rayleigh scattered light. The second type corresponds to Rayleigh

scattered light from a small volume under flow conditions, lighted with a focused laser beam and captured with long

exposure time. Several flow parameters are chosen to generate these interferograms. The relative errors on the

temperature and velocity estimates are found to beweak. Noise is also added to assess the robustness of the processing

method. The error induced by the estimates of the instrument function is found to be of second order compared to the

error induced by the image analysis.

Nomenclature

c = speed of light in vacuum, m∕s
d = distance between reflective surfaces, m
fc = collimating lens focal length, m
ff = fringe forming lens focal distance, m
H = full width at half maximum of laser shape
IFP = instrument function
~IFP = radial intensity function of reference interferogram

from annular summing
I2DFP = reference modeled interferogram
ln = mean free path of molecules, m
IR = scattered light intensity
IRayleigh = Rayleigh intensity function
~IRayleigh = radial intensity function of Rayleigh interferogram

from annular summing
~IthRayleigh = theoretical radial intensity function of Rayleigh

interferogram
I2DRayleigh = Rayleigh modeled interferogram
ISR = broadband source of spectrum SR intensity function
I2DSR = broadband source of spectrumSRmodeled interfero-

gram
I0 = incident light intensity
K = interaction vector, m−1

kb = Boltzmann constant, J∕K
ks = wave vector of the scattered light, m−1

k0 = wave vector of the incident light, m−1

L = laser shape function
M�X; Y� = zero-mean uniform noise
m = mass of single molecule, kg

N = index of fringe
N = number density, m−3

N�X; Y� = noise intensity on Rayleigh interferogram
NE = effective finesse
Nid

E = identified effective finesse
Nin

E = initial value of the effective finesse
~N = average value of noise intensity on Rayleigh inter-

ferogram
P = pressure
p = pixel length, m
Ri = outer radius of ith annular region
R1 = outer radius of first annular region
r = distance to center of interferogram, m
ri = center radius of ith annular region, m
r⋆N = radius of Nth fringe, m
SR = spectrum of scattered light
T = temperature, K
u = velocity (norm of u), m∕s
u0 = velocity related to thermal effect, m∕s
Vs = sample volume
(X, Y) = Cartesian coordinates of interferogram, m
�Xc; Yc� = coordinates of interferogram center, m
x = dimensionless frequency
y = Rayleigh scattering model parameter
γ = specific heat ratio
Δν = frequency shift due to bulk velocity, Hz
ΔνT = spectrum broadening due to temperature, Hz
δ = angle between velocity and interaction vector
κ = thermal conductivity,W∕m∕K
λi = interaction wavelength, m
λs = wavelength of scattered light, m
λ0 = wavelength of incident light, m
η = shear viscosity, Pa∕s
ηb = bulk viscosity, Pa∕s
θ = angle of incident light in Fabry–Pérot interferometer

cavity
μ = refractive index
ν = frequency of light in vacuum, Hz
ρ = density, kg∕m3

σ = standard deviation of laser shape function
χs = scattering angle
φ = phase shift, rad
φ�x; 0� = phase shift at pattern center
φ0 = phase shift at pattern center for x � 0

φid
0

= identified phase shift at center
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φin
0

= initial value of phase shift at center
φ1 = phase shift of first peak

I. Introduction

T HERE is continuous interest in aeroacoustics for the develop-
ment and application of advanced optical methods to character-

ize both the velocity and temperature of a flow in a nonintrusive
manner. Interferometric Rayleigh scattering (IRS) is a nonintrusive
and high-frequency rate experimental technique that meets these
challenges. Rayleigh scattering occurs when molecules submitted
to a light electromagnetic field are excited and become secondary
sources by scattering a part of this light. The intensity of the Rayleigh
scattered light is directly proportional to the gas density ρ, and in low-
speed flows where pressure fluctuations can usually be neglected
with regard to the temperature and density fluctuations, the density
can also be used to retrieve temperature fluctuations [1]. The spectral
content of the scattered light provides information on bulk velocity
and temperature of molecules in a given volume. Simultaneous
measurement of temperature, velocity, and density [2–5] is achieved.
The primary light source can be a continuous wave [2,4,6–9] or a
pulsed [10–12] laser. The spectrum of Rayleigh scattered light can be
retrieved by using a Fabry–Pérot interferometer [3–5,10]. The latter
produces an inteferogram in the shape of concentric fringes, which is
captured with a camera. Measurements are generally pointwise, but a
multibeams system can allow planar measurements [13]. Density
measurements from Rayleigh scattering had already been performed
in the field of aeroacoustics [14,15]. The velocity and temperature
fluctuations were only recently obtained using a camera, and they are
still challenging to measure [16] due to particle presence and low
signal-to-noise ratio, although achievable [10], but not adapted to
aeroacoustic study in this case. The relative errors reported in the
interferometric measurements are attributed either to the uncertain-
ties in the geometrical or optical characteristics of the experimental
setup [4] or to the analysis of the interferogram [10]. The latter is thus
a crucial step. Its uncertainty sets the maximum achievable precision
of the evaluation process of u and T. In the fluid mechanics field, the
approach relies on analyzing the interferogram pixel by pixel
[4,10,11,17]. It aims to compare the value given by each pixel to a
modeled counterpart evaluated at the position of each pixels. In other
domains such as aeronomy, the annular summing technique [18] is
employed, which takes advantage of the circular symmetry of an
interferogram. The latter is divided into several concentric regions,
and the resulting averaged data are used. Each technique has its pros
and cons: in the former (pixel by pixel analysis), the interferogram is
directly compared to an analytical modeling, which does not take into
account read noise, and shot noise from interferograms issued of
short exposure time, which has different values from one pixel to the
other. In the latter, using annular summing allows us to smooth the
read noise effects to the expense of smoothing out the information
along thewidth of a fringe. Nevertheless, inview of the low signal-to-
noise ratio (SNR) encountered in Rayleigh scattering experiments
[10,11,17], limiting as much as possible the influence of sensor noise
is preferable. For this reason, we propose here evaluating the accu-
racy of an annular-summing-based method of Rayleigh scattering
interferograms analysis.
The evaluation of the method precision can be performed by

comparing experimental results obtained in a known environment,
as a jet core, to their theoretical values [4,8]. In this work, the
evaluation of the accuracy of the interferogram analysis method is
achieved by the use of synthetic images generated from known
physical models, whose input parameters are set and constitute a
reference solution to the analysis output. A procedure is developed in
a first part to generate synthetic interferograms on the basis of a
Rayleigh scattering model described in Sec. II. In Sec. III, the IRS
principle is presented, and the modeling of interferograms is devel-
oped in Sec. IV. In a second part, the analysis of interferograms is
tested on these synthetic interferograms. This aims to assess the error
magnitude in temperature and velocity measurements induced by
the analysis process in itself, presented in Sec. V. The methodology
to evaluate the robustness of the image processing algorithm is

described, and results of this analysis are presented in Sec. VI.
Finally, the paper concludes in Sec. VII.

II. Physical Description of Rayleigh Scattering

This section recalls the physical process of Rayleigh scattering.
Rayleigh scattering describes light scatteringbymolecules as an elastic
phenomenon which does not change the internal energy of the mole-
cules [19]. Frequency shifts between incident and scattered light arise
from translation motion of the molecules. For flow studies, the inde-
pendent sources of motion are thermal agitation and bulk velocity of
the molecules in the flow. The spectrum of the scattered light and its
differences relatively to the spectral content of the incident light is thus
representative of the molecules motion. Therefore, the analysis of the
Rayleigh scattered light spectrum leads to the determination of temper-
ature and velocity of the molecule ensemble scattering light.
The norms of thewavevectork0 of the incident light and that of the

scattered light k in the observation direction are very close, with
wavelengths such that λ0 ≃ λ. The scattered light has a broadband
spectrum, in which each frequency component can be looked at
separately. The intersection between the incident light beam and
the observation optical axis defines the sample volume Vs, as
depicted in Fig. 1. It is sufficiently small regarding the flowfield
scales that it is considered as a point. The observation angle of the
scattered light is noted χs. The following development is based on the
vector K representing the interaction between the incident and scat-
tered waves. It is defined as the bisector of the incident and scattered
light wave vectors [19], such as

K � ks − k0

K � jKj � 4π

λ0
sin�χs∕2�

(1)

The associated wavelength λi � λ0∕�2 sin�χs∕2�� is referred to as the
interaction wavelength. Effects of temperature or bulk motion on the
scattered light spectrum are considered in the following section.

A. Gas Temperature Effects

The effect of temperature on the shape of the scattered light
spectrum strongly depends on the gas regime, as expressed in the
framework of the gas kinetic theory [19]. These regimes may be
distinguished depending on the value of the dimensionless parameter
noted y, that corresponds to the ratio between the interaction wave-
length λi to the mean free path ln of the molecules. Modelings of
scattered light spectrum SR such as the Tenti S6 model [20] make use
of this parameter, which is expressed as

y � N kBT

2
p

Ku0η
(2)

where the velocity u0 � kBT∕m is related to the thermal effect,m is
the mass of the molecule,N is the number density, kB the Boltzmann

Fig. 1 Scattering vector diagram: k0 and k are the incident and scat-
tered light wave vectors, and u and K are the velocity and interaction
vectors.
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constant, and η is the shear viscosity of the gas, whose temperature
dependence is expressed with the Sutherland formula [21]

η � η0
T

T0

3∕2 T0 � S

T � S
(3)

with η0 � 1:716 ⋅ 10−5 N ⋅ s∕m2, T0 � 273 K, and S � 111 K.
Spectral line shapes in the different regimes (y � 0:59, y � 0:80,

and y � 1:15), at atmospheric pressure, predicted by the S6 model
with λ0 � 532 nm, are shown in Fig. 2. The first regime is called
Knudsen regime, or collisionless regime. The mean free path of
molecules is larger than the interaction wavelength; therefore,
y ≪ 1. It corresponds to low density or high temperature of the
gas. In this regime, the uncorrelated thermal motion of molecules
provides a spectrum which has a Gaussian shape. This is called the
thermally broadenedRayleigh line. The scattering reflects themotion
of the molecules. For a gas of absolute temperature T in the Knudsen
regime, the expression for the spectrum broadening due to temper-
ature is given by the full width at half maximum (FWHM) of the
Gaussian line shape ΔνT [19]

ΔνT � K

2π

8kBT ln �2�
m

(4)

The second regime corresponds to the kinetic regime associated
with high pressure or low temperature. A shorter mean free path is
expected, which thus becomes of the same order as the interaction
wavelength, corresponding to y close to unity. In this regime, density
fluctuations begin to contribute to the spectral shape. The origin of
these density fluctuations is generally acoustic waves inside the
probed volume. Thismakes side bands, namedBrillouin–Mandel’sh-
tan scattering lines, appear. In this work, and in most aerodynamic
applications, the gas regime falls into the kinetic regime [4,22]. This
justifies the uses of a scattering model which can transcribe the
features of the spectral shape.
The third and last regime starts when the interference length λi is

greater than the mean free path. This is the hydrodynamic regime, for
which y is greater than unity. The spectrum of the scattered light is
then composed of three peaks having a Lorentzian shape. The
acoustic sidebands are located at the frequency shift associated with
the speed of sound in themedia. Because the speed of sound is related
to the temperature, these sidebands can be used to determine the
temperature in the flow. The central peak is associated with the
thermal diffusion rate, and is also of importance, because the ratio
of the total central peak intensity to the total sidebands intensity, for a
single component gas, is γ − 1, γ being the specific heat ratio.

In the S6model, the frequency of the scattered light ν is normalized
and expressed as a dimensionless frequency x, defined as

x � 2π�ν − ν0�
2

p
Ku0

(5)

which is centered at the frequency of the incident light ν0 � c∕λ0,
with c the speed of light in the vacuum. This normalization expresses
the frequency with regard to its shift compared to the incident light
frequency ν0.
Air is considered as an effective single-component gas with

temperature-scaled values for the relevant macroscopic transport
coefficients [23]. The spectral shape of the modeled scattered light
depends on the gas temperature T only.

B. Flow Velocity Effects

In addition to small-scale motion related to temperature effects,
bulk motions related to convection of molecules occur for a gas flow.
Molecular convection results in a frequency shift of the entire scat-
tered light spectrum. This frequency shiftΔν can be expressed by the
scalar product

Δν � 1

2π
u ⋅ K (6)

with u being the flow velocity. Using the angle δ between u andK, as
illustrated in Fig. 1, the frequency shift can be recast as

Δν � 2u

λ0
cos�δ� sin�χs∕2� (7)

For a practical setup where χs � 90 degree andK is colinear with u,
as considered in this work, the previous relationship becomes

Δν � 2
p

λ0
u (8)

The definition of the dimensionless frequency x is thus updated to
take into account this frequency shift, leading to

x � 2π�ν� − ν0�
2

p
Ku0

(9)

where ν� � ν� Δν. As illustrated in Fig. 3, this frequency shift
induced by bulk motion uniformly affects the whole spectrum,
shifted in frequency by Δν.

Fig. 2 Spectral line shape centered on the laser frequency of Rayleigh
scattering in air at atmospheric pressure, calculated with the S6 model
(solid line: T � 373 K (y � 0; 59); dashed line: T � 293 K (y � 0; 80);
dotted line: T � 223 K (y � 1:15)). The FWHM of the spectrum in the
Knudsen regime (horizontal line) is noted ΔνT.

Fig. 3 Rayleigh spectrum calculated with the Tenti S6 model for air at
T � 293 K, atmospheric pressure and λ0 � 532 nm. The Doppler shift

corresponds to a bulk velocity of 260 m∕s1 (A.U, arbitary units).
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Introducing the wavelength of the scattered light under this bulk
motion, λ � c∕ν�, Eq. (9) can be recast to express the ratio between
the wavelength λ0 of the incident light and λ

λ

λ0
� 1� 2

p
Ku0

2πν0
x

−1
� f�x� (10)

Finally, the spectrum SR of Rayleigh scattered light from mole-
cules in a flow of known chemical properties does only depend on
two parameter, x and y. By extension, a given spectrum SR�x; y�
corresponds to a unique couple of values for u and T. The scattered
light spectrum gives the opportunity to retrieve the velocity u and the
temperatureT of the scatteringmolecules. The following part focuses
on the modeling of interferograms obtained from various light
sources, including Rayleigh scattering.

III. Interferometric Rayleigh Scattering

With the IRS method, signals are recorded under the form of
interferograms, which are images containing a set of concentric
fringes around the optical axis. The IRS method relies on a parallel
mirrors Fabry–Pérot interferometer (FPI), which allows high-
frequency resolution, in an optical setup used in direct imaging
experiments [4,10,11,24] corresponding to that displayed in Fig. 4.
This setup implies a collimation lens of focal length fc at the focus of
the object plane and a fringe forming lens of focal length ff at the
focus of the image plane. The image and object plane are thus
optically conjugated. The FPI is placed between the two lenses. This
section presents how the physical parameters of the interferometer
and the light source spectrum influence the interferogram shape. The
principle of IRS is first recalled, as is the modeling of the FPI leading
to the definition of its instrument function. This theoretical frame-
work is used in Sec. IV to build synthetic interferograms that will be
used in following sections to assess the analysis accuracy.

A. Principle of Interferometric Rayleigh Scattering

The FPI acts as a narrow bandpass filter and forms interferograms.
A modeled interferogram from a monochromatic source of uniform
intensity in the object plane is shown in Fig. 5a. The fringes are thin

and are representative of the sharpness of the interferometric filter.
For comparison and illustration purposes, a modeled interferogram
obtained with a light source uniformly distributed in the object plane
and with a spectral content corresponding to SR�x; 0:8� (as defined in
Sec. II.A) is shown in Fig. 5b. The fringes are broader than with a
monochromatic source. A modeled interferogram referred to as
Rayleigh interferogram is displayed in Fig. 5c. In this case, the light
source in the object plane is a laser beam; thus, only a portion of the
image plane, whose dimensions depend on the laser beamwidth, is lit
up. Therefore, in comparison with Fig. 5b in which circular broad
fringes are observed, only portions of broad fringes are obtained
in Fig. 5c.
Before considering Rayleigh interferograms, the analysis will first

be focused on interferograms obtained with a uniformly distributed
light source. In such cases, the circular symmetry of interferograms
allows us to express them in terms of light intensity I according to the
radial distance r to the interferogram center. The intensity function
IFP�x; r� is the response of the interferometer to a monochromatic
source of normalized frequency x [Eq. (9)] and will be referred to as
instrument function in what follows. For a source of spectrum SR, the
intensity function ISR�r� is the convolution of the spectrum of the
source and the instrument function

ISR �r� �
∞

−∞
SR�x; y�IFP�x; r� dx (11)

The goal of IRS is to determine the spectrum SR�x; y� from the
Rayleigh scattering interferogram, leading to the knowledge of u and
T (Sec. II). For that purpose, the instrument function IFP�x; r�must be
determined. The following part exposes the analytical relationships
of the FPI which are developed toward a practical analysis of an
interferogram from a monochromatic source to identify IFP�x; r�.

B. Fabry–Pérot Interferometer Instrument Function

The aim here is to recall the physical parameters determining the
instrument function and to establish the expression of reduced param-
eters that will be used in the following. The FPI is composed of two
parallel mirrors facing each others, separated by a distance d. The
refractive index of themedium between themirrors is μ. An extensive
description of the instrument and underlying theoretical development
can be found in Ref. [25]. In the object plane, we consider a uniform
light source of spectrum SR. We focus on a particular frequency
component x of the spectrum, corresponding to a given wavelength
λ�x�. As displayed in Fig. 4, any light ray radiated by a point in the
object plane passes through the collimation and enters the FPIwith an
angle θwith respect to the optical axis. At each reflection, a part of the
light ray is transmitted out of the mirror, and the rest is reflected back
into the FPI. The rays exiting the FPI with the same angle θ and
different phases shifts pass through the fringe forming lens of focal
length ff and are focused in the image plane on a point at a distance r
of the optical axis. The light intensity at this point depends on the rays
interferences with respect to their phase shift. The resulting phase
shift on the image plane Φ can be expressed [25] as function of the
angle θ of the incident light ray and approximated using second-order
Taylor series

Fig. 4 Optical setup including a FPI and collimation and focusing
lenses. Only the rays contributing to the interferogram are shown.

Fig. 5 Fabry–Pérot interferograms from a) a monochromatic source, b) source of spectrum SR�x; 0:8�, and c) focused laser Rayleigh scattered light.
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Φ � 4πμd

λ�x� cos θ ≃
4πμd

f�x�λ0
1 −

1

2

r

ff

2

� φ�x; r� (12)

This allows us to introduce the phase shift function φ�x; r�, which is
recast as

φ�x; r� � φ�x; 0� 1 −
1

2

r

ff

2

(13)

where φ�x; 0� is the phase shift on the optical axis, that is, for θ � 0
or r � 0.
The instrument function, denoted IFP, is expressed as [25]

IFP�φ� � I0 1� �2NE∕π�2 sin2�φ∕2� −1 (14)

where I0 is the incident intensity and NE is the effective finesse
defined as the ratio between 2π and the FWHM of IFP�φ�. Finally,
inserting Eq. (13) into Eq. (14), the instrument function IFP�x; r� can
be expressed using φ�x; 0� and NE as

IFP�x; r� �
I0

1� �2NE∕π�2sin2�φ�x; 0��1 − �1∕2��r∕ff�2�∕2�
(15)

Figure 6 shows IFP�0; r�. For sufficiently high values of r, marked
peaks can be noticed in this graph and correspond to the sharp fringes
in the reference interferogram (Fig. 5a).
Therefore, a Fabry–Pérot interferogram only depends on two

dimensionless parameters: NE and φ�x; 0�. The following section
exposes the synthesis of interferograms, based on this model.

IV. Interferogram Synthesis

In this section, the interferogram synthesis is presented. The
generated interferograms will be used in Sec. VI to assess the robust-
ness of the analysis process. The aim is to assess the maximum
achievable precision of the analysis process. To get closer to the
analysis of experimental interferograms, wewill take into account the
effects of spatial integration on the sensor with respect to its reso-
lution and model acquisition noise by reducing it to read noise. We
will be considering interferograms with long exposure times, so the
effect of shot noise can be neglected. Any other uncertainties linked
to the acquisition of real interferograms (geometric distortion, aber-
rations, etc.) will not be modeled. Unsteady behaviors are not taken
into account and are out of the scope of this work. Two types are
generated: reference interferograms used to determine the instrument
function and Rayleigh interferograms used to retrieve the flow
parameters u and T. The Rayleigh interferograms are derived from
broadband synthetic interferograms. The synthesis is done by
expressing the variable r in Eq. (15) in a Cartesian coordinate system
where r � X2 � Y2

p
andwhose origin is located on the optical axis.

A. Reference Interferogram

Interferograms from a monochromatic light source of wavelength
λ0, uniform over the object plane, are first considered. They are
defined as the images generated from the instrument function IFP,
defined in Eq. (15), as follows wupress the:

I2DFP �X; Y� � IFP 0; X2 � Y2 (16)

This approach was used to generate the interferogram of Fig. 5a.

B. Broadband Interferogram

In the case of a light source of spectrum SR, spatially uniform over
the object plane, the intensity function defined in Eq. (11) is used.
Then, this image is generated as previously

I2DSR �X; Y� � ISR X2 � Y2 (17)

An interferogram generated in this manner is shown in Fig. 5b.

C. Rayleigh Interferogram

Now, the case considered is that where the light source is amolecule
ensemble scattering light from a laser beam. The two specific features
in this case are 1) the low scattered light intensity inducing a higher
sensitivity to measurement noise and 2) the spatial distribution of the
laser beam light source inducing a spatial weighting in the interfero-
gram. The former ismodeled as a two-dimensional (2D) uniformnoise
function N�X; Y� to simulate camera sensor noise such as

N�X; Y� � IR
SNR

M�X; Y� � NF (18)

where IR is the intensity of the scattered light,M�X; Y� is a zero-mean
uniform noise, and NF is a constant simulating the noise floor level.
As long time exposure interferograms are considered, shot noise
contribution is considered negligible [7]. To model the spatial
weighting on the interferogram, a laser beam intensity function W
in the image plane is introduced. It is uniform in the X direction
parallel to the beam and has a Gaussian distribution in the Y direction
perpendicular to the beam, which is expressed as

W�Y� � 2 2π
p

σ exp
−Y2

2σ2
(19)

where σ is the standard deviation of the Gaussian distribution.
Finally, the intensity distribution W can be seen as a weighting on
an interferogram based on a broadband source [Eq. (17)] whose
spectrum corresponds to Rayleigh scattering, as described in Sec. II.
The Rayleigh interferogram is then given by

I2DRayleigh�X; Y� � IRW�Y�
∞

−∞
SR�x; y�IFP x; X2 � Y2 dx

� N�X; Y� (20)

To simulate the image captured by a digital camera, Eqs. (16), (17),
and (20) are evaluated on a rectangular grid which mimics the sensor
grid of given size and resolution Res in pixels per millimeter.
To summarize thewhole process, a block diagram of the modeling

and synthesis of interferograms is displayed in Fig. 7. The inputs of
the modeling are listed on the left. The blue boxes on the left list the
optical components and parameters needed to define the instrument
function [Eq. (15)] and evaluate the FPI response to amonochromatic
source as described in Sec. III.B. The green path leads to the Rayleigh
intensity function following the procedure detailed in Sec III.A. A
spectrum SR is generated with the Tenti S6 model, corresponding to
prescribed values of T and u as described in Sec. II. The intensity
function ISR �r� is then generated following Eq. (11). The paths in red
represent the modeling of the 2D images. First, the mesh is defined
using the camera sensor resolutionRes and sensor size. The reference

Fig. 6 Intensity function as a function of the radius from interferogram
center; NE � 16 and φ�0; 0� � 4:71 × 105.
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interferogram is obtained using a procedure denoted interferogram
generation, taking as input the instrument function IFP and applying
Eq. (16). The same procedure but with an input corresponding to ISR
is also used, to generate the interferogram corresponding to a broad-
band light source. Combinedwith theweighting function of Eq. (19),
it gives the Rayleigh interferogram.

V. Interferogram Analysis

Experimentally, interferograms are captured using a camera placed
in the image plane of Fig. 4. They depend on physical parameters
related to the FPI that are prone to drift over time or subject to
uncertainties. The FPI spacing d between the mirrors is usually
known within 0.01 mm precision without considering a possible tilt
angle of themirrors due to amanufacturing defect. Uncertainties ond
and μ, marginally on λ0, and their drift over time lead to relative
changes on the phase shiftφ�x; 0�. In addition, the value of the finesse
NE needs to bemeasured in an experimental context. Indeed, a defect
of parallelism between the mirrors, a slight misalignment of the
optical axis, or a focusing error for instance can alter its value. The
variation of ambient temperature imposes a day-to-day determination
of the instrument function. The analysis procedure developed here,
for use on experimental interferograms, is tested against synthetic
interferograms generated as described in Sec. IV. The analysis of
Rayleigh interferograms is achieved here in two steps. First, the FPI
parameters NE and φ�x; 0� are found by analyzing an interferogram
from amonochromatic source ofwavelength λ0, similar to that shown
in Fig. 5a. Then, knowing these parameters, the Rayleigh interfero-
gram can be analyzed, to obtain the flow parameters. The present
section gives insights to practical considerations for interferograms
analysis. The procedure to obtain the radial intensity function from
the interferogram is explained, followed by the determination of the
FPI parameters, and finally the estimation of the flow parameters.

A. Annular Summing of Interferograms

The idea of the present analysis is to derive from any interferogram
(2D images) the related intensity function. The coordinates of the
interferogram center (Xc, Yc) are first determined. Then, the inter-
ferogram is averaged over concentric annular regions to reduce the
dimension of the data set [18,26] and measurement noise footprint.

1. Center Detection

To determine the interferogram center, the following procedure is
performed. A binary filter is applied to the interferogram, with a

threshold at half intensity. First, the Hough transform for circle detec-
tion [27] is applied to the binary (i.e., black and white) image. This
algorithm is applied to each of the first three fringes, and the average
center coordinates provide the input value for an optimization pro-
cedure. The image is then converted into a one-dimensional data set:
pixel intensity (in gray level) as a function of radial distance from the
center, producing a discretized version of the plot shown in Fig. 6 with
scattered points, as depicted in Fig. 8. The dispersion is strong if the
error on the center detection is large. The optimization procedure is
constituted by two steps. At half intensity, the width of the first peak is
evaluated for several center guesses on an interrogation grid, with a
step size of 1/10 pixel length and centered on the value provided by the
Hough transform. The center guess providing the smallest value of the
FWHM, defined as (i) in Fig. 8, is selected. In the second step, this
value is used as the center of a refined interrogation grid, with a step
size of 1/40 pixel length, on which the points dispersion on the rising
edge of the first peak is evaluated as illustrated by �ii� in Fig. 8. The
standard deviation of the first 200 points from the halfmaximumon the
innermost part of the first peak is determined. The coordinates that
provide the smallest value of this quantity define the center coordinates
of the interferogram. As an example, Fig. 8 shows the intensity of each
pixels, as a function of their distance from the center, from a badly
detected center, in black. A similar plot is shown in the same figure for

Fig. 7 Modeling of the reference and Rayleigh interferograms.

Fig. 8 Illustration of parameters (i) and (ii) used for determining inter-
ferogram center. Same instrument function parameters as in Fig. 6.
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the center obtainedwith the optimization procedure, in gray. This one-
dimensional (1D) data set is used in the annular summing procedure.

2. Annular Summing

The objective is to average the interferogram over concentric
annular regions of the same area, as in Fig. 9a. Therefore, the outer
radius Ri of the annulus i is defined by

Ri � i
p

R1 (21)

where R1 is the radius of the first circular region as shown in Fig. 9b.
This amounts to averaging the 1D data by slices between two radiiRi

and Ri�1. The radius ri to which the averaged data are attributed is

ri � �Ri�1 � Ri�∕2 (22)

The radial intensity functions obtained after annular summing are
denoted ~IFP�ri� and ~IRayleigh�ri� for the reference and Rayleigh
interferograms, respectively.

B. Determination of Instrument Function

A procedure is carried out to find out the two instrument function
parameters [φ�x; 0�, NE], based on a minimization between the input
reference interferogram ~IFP and IFP. The parameterφ�x; 0� is not found
directly but deduced from φ�0; 0� � φ�x; 0�∕f�x� from Eqs. (10) and
(12). To simplify, we define for the latter φ0 � φ�0; 0� ∈ R�. A first
estimate of the set (φ0, NE), used as input values for the minimization
procedure, is determined by analyzing the reference interferogram.
Using Eq. (13), the phase shift of the Nth peak, N ∈ N�, is noted
φN , introducing r⋆N such as φN � φ�0; r⋆N�. It is a multiple of 2π and
can be expressed from the phase shift of the first peak φ1 as

φN � φ1 − 2�N − 1�π (23)

Then, φ1 is expressed using Eq. (13)

φ1 � φ0 −
φ0

2

r⋆1
ff

2

(24)

Similarly,

φN � φ0 −
φ0

2

r⋆N
ff

2

(25)

Replacing φN in Eq. (25) from its expression in Eq. (23) leads to

φ1 − 2�N − 1�π � φ0 −
φ0

2

r⋆N
ff

2

(26)

And substituting φ1 in Eq. (26) by its expression in Eq. (24), we
obtain

φ0 −
φ0

2

r⋆1
ff

2

− 2�N − 1�π � φ0 −
φ0

2

r⋆N
ff

2

φ0 �
4�N − 1�π

r⋆N∕ff 2 − r⋆1 ∕ff 2
(27)

which allows us to determine φ0 from the radii of the successive
fringes
As demonstrated in Appendix, the relation linking the interferom-

eter finesse to the FWHM of the radial intensity function IFP on the
first fringe, noted FWHM1 and drawn in Fig. 6, is

NE � π

2 sin �φ0∕4� r⋆1 FWHM1∕f2f
(28)

The effective finesse value is usually lower than the finesse provided
by the manufacturer, calculated using the mirror reflectivity, by a few
units, corresponding to a relative change of typically 10%.
The instrument function IFP�0; ri� is first evaluated at the locations

ri with these estimates of φ0 and NE noted φin
0 and Nin

E , respectively.
The nonlinear least-square minimization procedure lsqnonlin with
the Levenberg–Marquardt algorithm from MATLAB® is used to
increase the accuracy on the estimation of the parameters (φ0, NE)
andminimizes the difference between the analyzed intensity function
and IFP�0; ri�. The procedure is started with first guesses as in [4]

min
φ0;NE

imax

i�1

~IFP�ri� − IFP�0; ri� 2
(29)

The input parameters are the phase shift φ0, the effective finesse NE,
and the incident intensity I0, whose value is the maximum intensity.
The parameters identified with this procedure are noted with the
superscript id, namely, φid

0 and Nid
E .

C. Rayleigh Interferogram Analysis

The analysis of the Rayleigh interferogram first requires cropping
the interferogram to retain the image partition where data are avail-
able. The remaining part after cropping, called hereafter the truncated
interferogram, corresponds to a rectangle centered on the image
of the laser beam that would be obtained on the image plane if the
FPI were removed. Following the procedure described in Sec. V.A,
this truncated interferogram gives the one-dimensional data set
~IRayleigh�ri�. The temperature T and velocity u are found, as for the
instrument function, with a nonlinear least-square minimization,
which is expressed as

a) b)

Fig. 9 Schematic representation of annular summing procedure: a) Representative IFP around the first peak and averaged values ~IFP from the annular
summing and b) schematic of the concentric regions.
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min
T;u; ~IR; ~N

imax

i�1

~IRayleigh�ri� − ~Imod
Rayleigh�ri�

2
(30)

During the minimization, a modeled intensity function ~Imod
Rayleigh is

computed from the convolution with a modeled spectrum SR�x; y�,
corresponding to a unique couple of values for T and u, and the
reconstructed instrument function IFP�x; ri�

~Imod
Rayleigh�ri� � ~IR

∞

−∞
SR�x; y�IFP�x; ri� dx� ~N (31)

where ~IR is the resulting maximum intensity of the scattered light
from the truncation and annular summing procedures. It is computed
at each iteration for varying T, u, and intensities ~IR and ~N. The
spectrum SR is computed using the Tenti S6 model from the
MATLAB® transcription of the FORTRAN® code of Pan et al.
[28]. The annular summing procedure averages the sensor noise
N�X; Y�, which is assumed to have a constant mean, close to zero
in this case, in each concentric region. It is then reduced to a constant
value ~N identical for every ri.
A block diagram of the analysis process is shown in Fig. 10. The

procedures carried out on the 2D images are represented in red. First,
the center of the reference interferogram is detected. Its coordinates
�Xc; Yc� are the same for the Rayleigh and reference interferograms.
The Rayleigh interferogram is truncated, keeping only the circle arcs
around the maximum intensity. Then, the truncated Rayleigh inter-
ferogram and the reference interferogram are reduced to 1D data sets
using the annular summing procedure described in Sec. V.A. The
initial values Nin

E and φin
0 are first found using Eqs. (28) and (27).

Using the least-squares minimization corresponding to Eq. (29), the
parameters of the instrument function Nid

E and φid
0 are identified.

Finally, the second least-squares minimization is performed as
described in Eq. (30) to determine the flow temperature and velocity.

VI. Results of Analysis Algorithm

To evaluate the precision of the interferogram processing routine,
synthetic interferograms (see Sec. IV) of known characteristics will
be used. These interferograms have been generated such that they
have the same order of magnitude in annulus width, annulus radii,
and SNR as the experimental ones obtained with the setup being
currently used in the Laboratory [29–31]. For the interferogram
generation, given values for NE and φ0 and for ff are prescribed;
the robustness of the algorithm is thus estimated by the relative errors
between the values derived from interferogram analysis and these
reference values.

A. Simulation Parameters

1. Setup

The camera resolution Res and the optical ff and interferometer
(NE, d, λ0, μ) parameters are chosen to simulate a previous experi-
ment [29]. The focal length ff � 300 mm and the interferometer
parameters are used to define the instrument function IFP, from
Eqs. (12) and (15). The mirrors of the interferometer considered here
have a reflectivity of 89 	 1% at the laser wavelength λ0 � 532 nm.
This corresponds to a finesse NE � 26�3;8

−1;5 [25]. The value of NE

chosen for the simulated interferograms is thus 26. The separation
between the mirrors is d � 20 mm.

2. Reference Interferogram Generation

To generate the reference interferogram on a mesh corresponding
to the camera resolution, one needs to mimic the integration effect on
the camera pixels, due to the finer scales of the interferogram features,
compared to the pixel size. It is revealed by an apparent decrease of
the maximum intensity as one goes from one fringe to another one of
larger diameter. At first, the interferogram is built on a finer mesh,
introducing a submesh of 40 × 40 subpixels for each camera pixel, so
that the gradient of intensity is small in each subpixel. Equation (16)
is evaluated at the corresponding radius of each point of this grid. For
each camera pixel (X, Y), the intensity I2DFP �X; Y� is then obtained by
averaging the values over the submesh.

3. Rayleigh Interferograms Generation

Three sets of synthetic Rayleigh scattering spectra SR are gener-
ated, by considering that the diffusing molecules are those of an
isothermal medium at atmospheric pressure and at a fixed temper-
ature T0 � 293 K. The medium is considered either at rest (u1 �
0 m∕s) or at high subsonic speed (u2 � 260 m∕s and u3 �
u2 � 1 m∕s). The objective behind the use of these two values with
a relative change below 0.4% is to assess the precision of the
algorithm in the determination of the velocity. For each spectrum
(or, equivalently, for each flow condition), the intensity function as
modeled in Eq. (11) is evaluated. On this basis, for each flow
condition, an interferogram is generated by discretizing the intensity
function over the grid corresponding to the camera sensor, and
weighted with W, as defined in Eq. (19) and represented in Fig. 11
to generate Rayleigh interferograms [Eq. (20)].

B. Reference Interferogram Analysis

The parameter of the annular summing procedure used to obtain
the one-dimensional data set ~IFP from the reference interferogram is
R1, the radius of the first annular region used in the annular summing,
as defined in Eq. (21). For a given interferogram, the procedure to
identify the instrument function described in Sec. V.B is applied here
for values of R1 in the range [2p; 25p], p being the pixel length.
The values for the finesse and the phase that are determined as the
result of this procedure, notedNid

E and phaseφid
0 , are compared to the

Fig. 10 Analysis of the reference and Rayleigh interferograms.
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prescribed (known) values NE and φ0. As the phase is defined
modulo 2π, the relative error on the phase is calculated using to the
rest modulo 2π of the prescribed value, noted φ�mod 2π�

0 . The synthetic
interferograms are generated without added noise, because the SNR
is expected to be really high (SNR≈1500) in experiments devoted to
the instrument characterization, before flowmeasurements. Figure 12
shows the evolution ofNid

E and φid
0 , provided by Eq. (29) with R1∕p.

The relative error onNid
E monotonically decreases asR1∕p decreases,

this trend being modulated by estimation noise. The relative error
asymptotically reaches 0.08%, which is only one order of magnitude
smaller than that obtained typically for R1∕p ≃ 25. The main iden-
tified cause for this bias is the integration effect on the pixel, as
discussed in Sec. VI.A; similar behavior is observed for φid

0 estima-
tion, as plotted in Fig. 12b. However, the error committed on the
estimate of φ0 is contained within a small interval below 0.2%. From
these results, we conclude that any value ofR1∕p ≤ 10 is suitable for
this reference interferogram analysis. Note that the annular summing
procedure chosen here would be equivalent to a pixel-by-pixel
approach if R1∕p is sufficiently small.

C. Rayleigh Interferogram Analysis

According to the optical setup considered in Fig. 4, the object and
image planes are conjugated. The velocity and temperature estimate
derived from the analysis of one part of the truncated interferogram
would thus correspond to the local values of these parameters in the
conjugated area of the object plane. The smaller the area analyzed in
the interferogram, the higher the spatial resolution. In what follows,
the first peak of the truncated interferogram is analyzed to ensure a
small probed volume. There are two main causes of error in this
analysis. The first one would be an error in the determination of
the interferometer instrument function. At first order, a bias in the
determination of the finesse would lead to an error in the temperature
estimation, and an error in the determination of φid

0 would lead to an

error in the velocity estimation. A second cause of error would be the
analysis of the Rayleigh interferogram itself, which presents two
major differences compared with the reference interferogram: first,
the data are confined to a restricted area of the interferogram (see
Fig. 5c), which means that the averaging process of the data will rely
on fewer samples over the image plane than the reference interfero-
gram, as described in Sec. V, and second, the SNR is much lower.
These two differences are discussed in what follows. The prescribed
instrument function is used so that there is no cause of error other than
image processing and SNR.

1. Truncation Effect

As the light source intensity is not uniform over the truncated
interferogram, we investigate the possible bias induced on the analy-
sis outcome. A comparative study was performed with a 20 p height
truncation window, on interferograms from the spatially uniform
source as in Fig. 5b and the laser-shaped source as in Fig. 5c. The
maximum difference in the relative error on the temperature between
the two interferograms is 0.44%. Consequently, for the ease of the
forthcoming discussion, the analysis will focus on interferograms
obtained from a spatially uniform broadband source, as shown in
Fig. 5b. Three different truncations of this interferogram are per-
formed, with heights h1 � 600p (no truncation), h2 � 40p, and
h3 � 20p, the latter corresponding to approximately H∕3. The sen-
sitivity analysis of the procedure to R1∕p is performed on truncated
interferograms using the prescribed instrument function. The results
are showed in Fig. 13 Considering first the results obtained with h1,
we observe that the relative error on the temperature follows a similar
evolution than forNid

E , which corresponds to a bias due to the spatial
averaging. The error for small values of R1∕p is two orders of
magnitude lower than that obtained for R1∕p ≃ 60.

a) b)

Fig. 12 Relative error of the instrument function parameters for varying R1 a)N
id
E , b) φ

id
0 .

Fig. 13 Relative error on the temperature estimation for varying bin
size. Truncation window height: h3, h2, h1.

Fig. 11 Cross-section of the laser beam intensity distribution with

σ ≃ 0:2 × 10−3 m. The dashed lines correspond to a truncation window
of 20 p height.
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The results obtained for truncation windows height h2 and h3
follows the trend of the full interferogram, but with increased sensi-
tivity to small variations of R1∕p. In addition, the uncertainty of the
results is increased around several values of R1∕p, the three first
being R1∕p � 18:2, 26.2, 31.5. The ratio of the successive values to
the first one increases as q

p
, q ∈ N�. Indeed, the annular regions

obtained with these values of R1∕p encompass one another. For
instance, the first annular region obtained with R1∕p � 26:2 exactly
covers the two first obtained with R1∕p � 18:2, the second one
covers the third and the fourth, and so on. Therefore, any bias in
the analysis due to the annular summing is repeated for these par-
ticular values of R1∕p. To explain this behavior, one investigates
the case R1∕p � 18:2, by comparing in Fig. 14 the approximate
intensity function obtained with annular summing, and the data set
corresponding to the intensity of each pixels over the truncated
interferogram. The portion of the truncated interferogram corre-
sponds to the outer part of the first peak. It can be seen that, because
of the value oh h3, data are scarce and there are intervals of r over
which no data are available. Applying the annular summing pro-
cedure with R1∕p � 18:2 in this case leads to a systematic under-
estimation of the intensity and thus a bias in the temperature estimate.

2. Noise Effect

The effect of a moderate SNR on the accuracy of u and T estimates
is investigated. In an experimental context with nonintensified cam-
eras capturing Rayleigh scattered light induced by 5 W incident
illumination, preliminary measurements showed that a SNR of 3
can be expected. Several interferograms with added noise are com-
puted to establish a statistical estimation of the procedure’s sensibility
to the image quality. The generated noise is random with a uniform
distribution, and a set of 100 interferograms is generated, over which
a statistics on temperature and velocity estimates will be evaluated to
determine the effects of noise, considering interferograms with SNR
of 3. The noise floor level constant NF is set here to zero.
The standard deviation of the relative error on temperature σT and

velocity σu obtained from 100 interferograms is displayed in Fig. 15.
Over the whole range of R1∕p, the trends are similar for σT and σu;
unexpectedly, σT is approximately two times higher than σu. The
standard deviation for both quantity peaks for small values of R1∕p
and slightly increases with this parameter above R1∕p ≈ 17, within
the range tested here.Onemight expect the standard deviation to keep
increasing asR1∕p increases further. For lowvalues ofR1∕p, annular
averages are calculated on a small number of samples, similar towhat
was detailed in Sec. VI.C.1. On one hand, for a given annular region,
averages are therefore subject to strong variations from one image to

another, with noise contributing differently to the average value in
this region. On the other hand, for a given image, the averages over
successive annular regions can be very different due to the various
contributions of noise. As a result, in the case of interferograms with
moderate SNR, a sufficient number of points need to be averaged in
each annular region describing the zone under analysis (in this case, the
first peak). For the interferograms analyzed here, this condition is met
for a R1∕p value of at least 17. Reducing the sensitivity of Rayleigh
scattering measurement results is therefore one of the benefits of the
annular summing approach; the analysis carried out here identifies
that, for a Rayleigh interferogram, there is a range of values for R1∕p
that enables the dispersion of results to be minimized.
Looking at the results of Figs. 13 and 15, the value of R1∕p is a

result of a compromise. It must be chosen small enough to avoid
overestimation of T and high enough so that σ is minimized for noisy
interferograms.

3. Estimations of Temperature and Velocity for Different Test Cases

Table 1 shows the results of the procedure applied to three simu-
lated flow conditions. The procedure is first carried out using the
analytical curve from Eq. (11), but also independently from the
interferogram, with R1∕p � 30. Each input (curve or interferogram)
is then analyzed with the prescribed instrument function, directly
derived from the analyticalmodelwith the truevaluesof the parameters

Fig. 14 Instrument function I2DFP for everypixel on the interferogramand ~IFP from the annular summingprocedure, on the right side of the first peak.The
dashed lines denote the values of Ri [Eq. (21), with R1∕p � 18:2].

Fig. 15 Standard deviation of the relative error on temperature σT and
velocity σu obtained from 100 interferograms, for varying bin size.
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used to generate the interferograms (path 2 in Fig. 10), and the
identified instrument function, corresponding to the instrument func-
tion whose parameters are derived from the minimization procedure
(29) (path 1 in Fig. 10). As can be expected, the error is lower when
analyzing the analytical curve. With the prescribed instrument func-
tion, the flow characteristics are found with negligible error. Using
the identified instrument function, the error on velocity is less than
0:1 m ⋅ s−1, and the error on temperature is around 0.08 K, whatever
the velocity considered. Image processing induces a slight bias in the
estimation of flow parameters. With the prescribed instrument func-
tion, the error on velocity is around 1 m∕s and at most 3 K for
temperature. The temperature and velocity error are of the same order
with the identified instrument function. Note that the values dis-
played in the last two rows of Table 1 are not to be taken as absolute.
These are mere typical values, obtained from interferograms with a
single value ofφ0 and a given noise distribution; these values canvary
according to the noise distribution and interferogram characteristics.
Nevertheless, these results indicate that the image processing, that is,
annular summing and truncation of the interferogram, or image
quality, SNR, and pixel integration effects, are the main causes of
error in the estimation of the temperature and velocity. The error
committed by using the identified instrument function to analyze the
interferograms rather than the prescribed instrument function is of
second order.

VII. Conclusions

A new analysis of Fabry–Pérot interferograms from Rayleigh
scattered light is presented to determine the velocity u and the
temperature T, at a point probe in a flow. The interferograms are here
converted into intensity functions using annular summing, to over-
come inherent issues of pixel by pixel scrutiny. First, for a mono-
chromatic source, these functions are examined using an original
analytical formulation, completed by an optimization procedure.
Second, the Rayleigh interferograms are truncated to take the laser
beam shape into account. The resulting intensity functions have been
processed using an iterative procedure, relying on the Tenti S6
scattering model. The lack of literature regarding errors in interfero-
gram analysis and the need to understand their source is of primary
interest to get reliable measurements. To address this, a methodology
is thus developed using synthetic interferograms that simulate real-
istic experimental conditions. The investigation of these synthetic
interferograms allows for the understanding of the intrinsic biases of
the processing and the estimation of the maximum achievable pre-
cision of this method without experimental errors. The two instru-
ment function parameters were found with less than 0.1% relative
error for both the finesseNE and the phase φ0. Noise has been added
in the interferograms to assess the robustness of the processing with
added noise. The standard deviation of the relative error on T and u
are found to be as low as 0.75 and 0.35%, respectively, for
R1∕p � 30. The annular summing procedure is shown to be equiv-
alent to pixel-by-pixel analysis for the reference interferogram. How-
ever, the standard deviation of the relative error on noisy Rayleigh
interferograms is reduced with the present method. Experimental
results obtained with the optical described in this study have been
processed with success.

Appendix: Analytical Development on the Finesse

Equation (28) providing expression of finesseNE is establishedhere.
At half intensity when IFP � I0∕2, the term �2NE∕π�2 sin2�φ∕2� in
Eq. (14) takes the value 1. Hence,

sin�φ∕2� � π∕�2NE� (A1)

Considering only the first intensity peak, two solutions denoted
φ1− and φ1� are found on each side of this peak,

φ1− � −2 arcsin�π∕�2NE��
φ1� � 2 arcsin�π∕�2NE��

(A2)

Expressing the phase from the radius on the intensity function, one
obtains

φ1− � φ0 1 −
1

2

r21−

f2f
� −2 arcsin�π∕�2NE��

φ1� � φ0 1 −
1

2

r2
1�

f2f
� 2 arcsin�π∕�2NE��

(A3)

Then, isolating the radius in both expressions provides

r21− � 1� 8

φ0

arcsin
π

2NE

f2f

r2
1� � 1 −

8

φ0

arcsin
π

2NE

f2f

(A4)

and by subtracting these two equations, one gets

r2
1� − r21−

f2f
� 8

φ0

arcsin
π

2NE

π

2NE

(A5)

This expression can be recast to extract NE,

sin
r2
1� − r21−

f2f

φ0

8
� π

2NE

(A6)

and the finesse reads as

NE � π

2 sin��φ0∕8��r21� − r21−∕f2f��
(A7)

By definition, the term r2
1� − r21− takes the form

r2
1� − r21− � �r1 � FWHM1∕2�2 − �r1 − FWHM1∕2�2

� 2r1FWHM1 (A8)

and by substituting this expression into Eq. (A7), Eq. (28) of themain
text is obtained, namely,

NE � π

2 sin��φ0∕4��r⋆1 FWHM1∕f2f��
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Table 1 Results of the fitting procedure from analytical curve and
image processing for three flow conditions

Instrument
function u1, m/s T0, K u2, m/s T0, K u3, m/s T0, K

Analytical curve
Prescribed 0.00 293.00 260.00 293.00 261.00 293.00
Identified 0.00 292.92 260.00 292.92 261.00 292.92

Interferogram
Prescribed −1.32 290.01 260.37 293.96 262.13 292.20
Identified −1.25 290.24 260.39 293.56 262.12 291.30
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