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Compressible large-eddy simulations combining high-order methods with a wall model have been developed in order to compute wall-bounded flows at high Reynolds numbers. The high-order methods consist of low-dissipation and low-dispersion implicit finite volume schemes for spatial discretization on structured grids. In the first part, the procedure used to apply these schemes in near-wall regions is presented. It is based on a ghost cell reconstruction. Its validity is assessed by performing the large-eddy simulation of a turbulent channel flow at a friction Reynolds number of $Re_{\tau} = 395$. In the second part, to consider flows at higher Reynolds numbers, a large-eddy simulation approach using a wall model is proposed. The coupling between the wall model and the high-order schemes is described. The performance of the approach is evaluated by simulating a turbulent channel flow at $Re_{\tau} = 2000$ using meshes with grid spacings of $\Delta x^+ \approx 100, 200,$ and $300$ in the streamwise direction and $\Delta^+ = 50, 100,$ and $150$ in the wall-normal and spanwise directions (in wall units). The effects of the choice of the point used for data exchange between the wall model and the large-eddy simulation algorithm, as well as of the positions of the ghost cells used for the coupling, are examined by performing additional computations in which these parameters vary. The results are in agreement with direct numerical simulation data. In particular, the turbulent intensities obtained in the logarithmic region of the boundary layers of the channel flow are successfully predicted.

I. Introduction

In computational aeroacoustics, the direct calculation of the acoustic field from the Navier–Stokes equations requires accurate numerical methods to capture noise sources in turbulent flows and to propagate sound waves. Among various approaches available in the literature [1], the large-eddy simulation (LES) using high-order low-dissipation and low-dispersion schemes is an attractive way. In the LES approach, the large structures of the flows are computed, whereas the effects of the smallest turbulent scales are taken into account by a subgrid-scale model. Using high-order implicit schemes for spatial discretization offers the advantage of resolving the flow over a wide range of length scales using a reduced number of grid points. However, for wall-bounded flows at high Reynolds numbers (typically for $Re_{\tau} \geq 10^6$, where $Re_{\tau}$ is the Reynolds number based on an integral flow scale $L$), the LES requires very fine grids to capture the small but dynamically important turbulent structures developing in the near-wall regions. These constraints on the grid resolution lead to computational costs that increase [2] with the Reynolds number as $Re_{\tau}^{2/3}$. In addition, according to the estimations of Piomelli and Balaras [3], to ensure the resolution of a boundary layer at $Re_{\tau} = 10^6$, around 99% of the grid points should be contained in the inner region of the boundary layer located between the wall and a distance corresponding to 20% of the boundary-layer thickness $\delta$. Consequently, the LES of flows in the presence of walls with realistic geometries is out of reach using current numerical resources.

To perform LESs of wall-bounded flows at high Reynolds numbers, one solution consists of using a wall model in the near-wall regions instead of resolving the boundary layers. Wall modeling aims to reproduce the variations of the mean flow in the inner part of boundary layers by imposing approximate boundary conditions close to the walls. In that way, the LES can be performed on coarse grids that do not resolve the near-wall fluctuations. Consequently, the computational grid size is drastically reduced with respect to wall-resolved LESs. Wall modeling for the LES appeared in the 1970s in Deardorff’s (1970) [4] and Schumann’s (1975) [5] works, and it still knows great success among the scientific community [6]. In recent years, wall models have been applied to different flow configurations and implemented using several numerical approaches. In particular, the quality of LESs combining wall models and high-order methods has been examined by many authors. For instance, very promising results have been obtained using finite difference approaches [7] and spectral difference methods [8].

In this study, a compressible wall model [9] is combined with sixth-order finite volume compact schemes for spatial discretization in order to perform LESs of wall-bounded flows at high Reynolds numbers. The LES approach is based on the use of a selective filter as a subgrid-scale model. The present paper is organized as follows. In the first part, a procedure is proposed to apply the compact schemes near the walls. The procedure is validated for a turbulent channel flow at a low Reynolds number, with boundary-layer resolution at the wall.
In the second part, to deal with flows at higher Reynolds numbers, the combination of the wall model with the high-order schemes is presented. The influence of the parameters used for wall modeling is investigated. In particular, the choice of the point where data are exchanged between the LES solver and the wall model is discussed. In addition, the importance of the positions of the ghost cells used to apply the selective filter near the wall is studied. The validity of the approach is finally examined for a turbulent channel flow with different spatial resolutions.

II. Wall-Resolved Simulations

A. Numerical Approach

1. Governing Equations

In the present work, the fully compressible three-dimensional Navier–Stokes equations are solved. In Cartesian coordinates, they can be written as follows:

\[
\frac{\partial U}{\partial t} + \frac{\partial E_c}{\partial x} + \frac{\partial F_c}{\partial y} + \frac{\partial G_c}{\partial z} - \frac{\partial E_d}{\partial x} - \frac{\partial F_d}{\partial y} - \frac{\partial G_d}{\partial z} = 0
\]

where \( U = (\rho, \rho u, \rho v, \rho w, \rho e)' \) is the variable vector; \((u, v, w)\) are the velocity components; \( \rho \) is the density; \( \rho e \) represents the total energy; \( \mathbf{E}_c, F_c, \mathbf{G}_c \) are the convective fluxes; and \( \mathbf{E}_d, F_d, \mathbf{G}_d \) are the diffusive fluxes. The total energy \( \rho e \) for a perfect gas is defined by

\[
\rho e = \frac{p}{\gamma - 1} + \frac{1}{2}(u^2 + v^2 + w^2)
\]

where \( \gamma \) is the specific heat ratio, and \( p \) is the static pressure. The convective fluxes are given by

\[
\mathbf{E}_c = (\rho u, \rho u^2 + p, \rho u v, \rho u w, (\rho + p) u)'
\]

\[
F_c = (\rho v, \rho u v, \rho v^2 + p, \rho u v, (\rho + p) v)'
\]

\[
\mathbf{G}_c = (\rho w, \rho u w, \rho v w, \rho w^2 + p, (\rho + p) w)'
\]

and the diffusive fluxes are given by

\[
\mathbf{E}_d = (0, \tau_{11}, \tau_{12}, \tau_{13}, \tau_{1i} u + \tau_{12} v + \tau_{13} w + \Phi_1)'
\]

\[
F_d = (0, \tau_{21}, \tau_{22}, \tau_{23}, \tau_{2i} u + \tau_{22} v + \tau_{23} w + \Phi_2)'
\]

\[
G_d = (0, \tau_{31}, \tau_{32}, \tau_{33}, \tau_{3i} u + \tau_{32} v + \tau_{33} w + \Phi_3)'
\]

where \( \tau_{ij} \) is the viscous stress tensor, and \( \Phi = (\Phi_1, \Phi_2, \Phi_3)' \) is the heat flux vector. The viscous stress tensor \( \tau_{ij} \) is defined by \( \tau_{ij} = 2\mu S_{ij} \) where \( \mu \) is the dynamic molecular viscosity and \( S_{ij} \) is the deformation stress tensor:

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right)
\]

The heat flux vector \( \Phi \) is computed using Fourier’s law, yielding

\[\Phi = -\lambda VT, \] where \( VT \) is the temperature gradient, \( \lambda = C_p \mu/Pr \) is the thermal conductivity, \( C_p \) is the specific heat at constant pressure, and \( Pr \) is the Prandtl number.

2. Finite Volume Approach and High-Order Numerical Schemes

The computations are performed using the elsA software [10], which is a finite volume multiblock structured solver. Direct numerical simulations (DNSs) or large-eddy simulations can be carried out. In a finite volume approach, the computational domain is partitioned into nonoverlapping control volumes \( \Omega_{i,j,k} \), where \( i, j, k \) are the volume indices. For clarity, the finite volume method is presented for the linear convection equation:

\[
\frac{\partial U}{\partial t} + \nabla \cdot f(U) = 0
\]

where \( f \) is a linear vectorial function of the variable vector \( U \).

Equation (6) is integrated on the elementary volumes \( \Omega_{i,j,k} \) using the divergence theorem:

\[
\frac{d}{dt} \int_{\Omega_{i,j,k}} U \, dV + \int_{\partial \Omega_{i,j,k}} f(U) \cdot n \, dS = 0
\]

where \( \partial \Omega_{i,j,k} \) represents the faces of \( \Omega_{i,j,k} \), and \( n \) is the outgoing unitary normal of \( \Omega_{i,j,k} \). Supposing that \( \Omega_{i,j,k} \) is an hexahedron and using the linearity of \( f \), Eq. (7) is equivalent to the relation:

\[
\frac{d}{dt} \int_{\Omega_{i,j,k}} U \, dV + f(U) \cdot n = 0
\]

Therefore, in a finite volume method, the computation of the derivatives of the convective fluxes corresponds to the calculation of the fluxes from the averaged value of \( U \) at the cell interfaces. To approximate the interface-averaged value of \( U \), an interpolation is performed using the primitive variables \( \mathbf{W} = (u, v, w, p, T) \). In the following, the averaged value of \( W \) at the interface of the volume \( \Omega_{i,j,k} \) is defined by the following:

\[
\bar{W} = \frac{1}{|\Omega_{i,j,k}|} \int_{\partial \Omega_{i,j,k}} W \, dS
\]

and the averaged value of \( W \) in the volume \( \Omega_{i,j,k} \) is defined by the following:

\[
\bar{W} = \frac{1}{|\Omega_{i,j,k}|} \int_{\Omega_{i,j,k}} W \, dV
\]

To obtain a high-order calculation of the convective fluxes derivatives, a high-order interpolation is performed to compute the values \( W \). Considering the one-dimensional computational domain of Fig. 1, the interpolated vector \( \bar{W} \) at the interface \( i + 1/2 \) is obtained by solving the implicit relation:

\[
\alpha_{i+1/2} \bar{W}_{i-1/2} + \bar{W}_{i+1/2} + \beta_{i+1/2} \bar{W}_{i+3/2} = \sum_{l=1}^{2} a_l \bar{W}_{i+l}
\]

where \( \alpha_{i+1/2}, \beta_{i+1/2} \), and \( a_l \) are the interpolation coefficients that are determined using a fifth-order Taylor series. The determination of these coefficients is described in detail in [11]. For a uniform Cartesian mesh, Fosso et al. [11] demonstrated that the formulation given by Eq. (11) is equivalent to Lele’s sixth-order implicit compact finite difference scheme [12].

As the numerical scheme [Eq. (11)] is centered, the stability of the computations is ensured using a sixth-order selective compact filter originally introduced by Lele [12] and used by Visbal and Gaitonde [13]. The filter is applied to the flow variables at the end of each iteration to remove grid-to-grid oscillations. This filter also plays the role of an implicit subgrid-scale model for LES, relaxing turbulent energy at high frequencies [14–16]. The filtering operator applied to cell-averaged values, and it allows the filtered values denoted \( \bar{W} \) to be estimated from the unfiltered cell-averaged quantities \( W \) in the following way:

\[
\alpha_f \bar{W}_{i-1} + \bar{W}_i + \alpha_f \bar{W}_{i+1} = \sum_{l=-3}^{3} \beta_l \bar{W}_{i+l}
\]

Fig. 1 Representation of a one-dimensional computational domain.
where \( \alpha_f \) is a constant equal to 0.47, and \( \beta_i \) are the filter coefficients [13]. These coefficients are determined by using Taylor series and imposing that the filter transfer function is equal to zero for normalized wave number \( k \Delta = \pi \), as described in [13].

The diffusive fluxes in Eq. (4) are computed using a second-order method [17]. In this method, the gradient of the primitive variables \( \mathbf{V} \) is evaluated at the cell interfaces to compute the deformation stress \( S_{ij} \) and the heat flux vector \( \mathbf{Q} \). Time discretization is performed using a low-storage six-stage Runge–Kutta algorithm [18]. Radiation boundary conditions and Navier–Stokes characteristic boundary conditions are implemented [19]. A full description of the numerical algorithm is available in the work of Fosso et al. [20].

3. Boundary Condition for Simulation with Boundary-Layer Resolution at the Wall

Close to the walls, the high-order schemes [Eqs. (11) and (12)] cannot be applied because of the reduced number of points available. More precisely, the variable vector at interfaces 1/2 and 3/2, represented by triangles in Fig. 2, cannot be computed using the four-point stencil spatial scheme [Eq. (11)]. In the same way, the selective filter cannot be applied at the points symbolized by squares. Therefore, a specific discretization must be proposed close to the boundaries. Such near-wall discretizations have been studied for finite difference schemes [21,22]. However, to the best of our knowledge, no formulation is available for a finite volume approach. Therefore, a new boundary discretization is presented here.

a. Spatial Scheme. For a wall, the boundary conditions depend on the nature of the wall and on the flow variables. The velocity satisfies a Dirichlet condition at the wall, leading to a nil velocity. The pressure follows a Neumann condition, yielding a zero wall-normal pressure gradient. The temperature satisfies a Neumann condition in the case of an adiabatic wall but a Dirichlet condition for an isothermal wall.

In this study, the implicit centered scheme on four points [Eq. (11)] is applied down to the wall. For this purpose, the computational domain is extended using ghost cells, as illustrated in Fig. 3a. In particular, a ghost interface \( I_{1/2} \) (depicted by the dashed line) and two ghost cells (numbered \( P_1 \) and \( P_{−1} \)) are introduced. They are positioned symmetrically with respect to the wall, the locations of the points \( P_1 \) and \( P_{−1} \), and the interface \( I_{1/2} \).

The primitive variables \((u, v, w, p, T)\) are reconstructed in the ghost cells to prescribe an adiabatic or an isothermal condition at the wall. More precisely, to impose a nil velocity at the wall, the velocity components are considered as odd functions along the wall-normal direction. They are computed from the values of the velocity at the points \( P_1 \) and \( P_{−1} \) and at the interface 3/2, yielding the following relations:

\[
\begin{align*}
\bar{u}_i &= -\bar{u}_{i-1} \\
\bar{v}_i &= -\bar{v}_{i-1} \quad \text{for } i = 0, -1, \text{ and } -1/2 \\
\bar{w}_i &= -\bar{w}_{i-1}
\end{align*}
\]  

(13)

In the case of an isothermal wall, the values at the ghost points for the temperature are defined in order to specify the wall temperature \( T_w \):

\[
\tilde{T}_i = 2T_w - \tilde{T}_{i-1} \quad \text{for } i = 0, -1, \text{ and } -1/2
\]

(14)

Finally, the temperature for an adiabatic wall and the pressure are characterized by a zero gradient in the wall-normal direction. A simple way to impose this condition is to consider the temperature and the pressure as even functions with respect to the wall-normal direction. Therefore, the temperature in the ghost cells is defined by

\[
\tilde{T}_i = \tilde{T}_{i-1} \quad \text{for } i = 0, -1, \text{ and } -1/2
\]

(15)

and the pressure is defined by

\[
\tilde{P}_i = \tilde{P}_{i-1} \quad \text{for } i = 0, -1, \text{ and } -1/2
\]

(16)

b. Selective Filtering. The implicit centered filter on seven points [Eq. (12)] is applied down to the wall. Therefore, a third ghost cell is used, as illustrated in Fig. 3b where the additional cell is denoted by \( P_{−2} \). A technique, similar to that previously developed for the spatial scheme, is employed to specify the flow variables in this cell, using point \( P_1 \).

In addition, to apply the implicit filter [Eq. (12)] at point \( P_1 \), filtered values at point \( P_0 \) are specified from the filtered quantities at point \( P_1 \). For instance, the velocity components are defined as follows:

\[
\begin{align*}
\tilde{u}_0 &= \tilde{u}_{i-1} \\
\tilde{v}_0 &= \tilde{v}_{i-1} \\
\tilde{w}_0 &= \tilde{w}_{i-1} \\
\end{align*}
\]  

(17)

Fig. 3 Spatial discretization for a wall-resolved LES: a) for the spatial scheme [11], and b) for the selective filter [13].
\[
\begin{align*}
\hat{u}_0 &= -\hat{u}_1 \\
\hat{v}_0 &= -\hat{v}_1 \\
\hat{w}_0 &= -\hat{w}_1
\end{align*}
\] (17)

The performance of the numerical algorithm is now evaluated for a turbulent channel flow.

B. Turbulent Channel Flow

1. Parameters

A three-dimensional turbulent channel flow is computed by LES using the wall discretization described previously. The flow is characterized by a Mach number of \( M = U_b/c = 0.2 \) and a friction Reynolds number of \( Re_f = u_h/\nu_w \approx 395 \), where \( c \) is the sound speed, \( u_h \) is the friction velocity at the wall, \( h \) is the channel half-height, \( \nu_w \) is the kinematic molecular viscosity at the wall, and \( \Delta y_w \) is the bulk velocity defined from the streamwise velocity \( u \) and the density \( \rho \) as follows:

\[
U_b = \frac{\int_0^h \rho(y) u(y) dy}{\int_0^h \rho(y) dy} = \frac{(1/h) \int_0^h \rho(y) u(y) dy}{\rho_b}
\] (18)

where \( \rho_b \) is the bulk density, and \( \Delta y \) represents a statistical mean in the homogeneous flow directions \( x \) and \( z \). In the following, the streamwise, the wall-normal, and the spanwise spatial coordinates are denoted by \( x, y, \) and \( z \). Channels flows at \( Re_c = 395 \) have also been simulated by Abe et al. [23,24] and Moser et al. [25], using direct numerical simulation. In this study, the channel lengths are equal to \( L_x = 2\pi h, L_z = 2h, \) and \( L_y = \pi h, \) as in the DNS of Abe et al. [23]. At the top and the bottom channel walls, adiabatic conditions are imposed. Periodic conditions are applied in the streamwise and spanwise directions. To compensate the effects of the viscous dissipation, and thus impose the mass flow rate \( \rho_b U_b \) in the channel, a source term \( S_x \) in the form of a pressure gradient is introduced in the streamwise momentum equation [26]. The source term is defined by the following:

\[
S_x = \frac{\tau_{uw}}{h} + \frac{\rho_b U_b}{\nu} \int \int \int \rho u dV
\] (19)

where \( \rho \) and \( u \) are instantaneous LES data, \( \Omega \) is the computational domain, \( V \) represents its volume, and \( \tau_{uw} \) is the value of the shear stress of the DNS of Abe et al. [23]. A resultant term \( u S_x \) is also added in the energy equation.

2. Grid Definition

The grid parameters in the present LES including the numbers of mesh points \( n_x, n_y, \) and \( n_z \) in each direction, as well as the streamwise, normal, and spanwise grid spacings \( \Delta x, \Delta y, \) and \( \Delta z \) in wall units, are given in Table 1. At the wall, the grid spacing \( \Delta y_w \) is equal to one in order to capture the small structures developing in the near-wall regions. From the wall, the mesh is stretched in the \( y \) direction to reach \( \Delta y_{wmax} = 8 \) at the center of the channel in order to reduce computational cost. The stretching rate remains lower than 4\% to avoid the generation of spurious numerical waves. In the streamwise and the spanwise directions, the grid spacings are uniform, and they are equal to \( \Delta x = \Delta z = 15 \) and \( \Delta x = \Delta z = 10 \). For comparison, the grid parameters used in the DNS of Abe et al. [23] and Moser et al. [25] are also provided in Table 1. The DNS grids are finer than the LES mesh, particularly in the wall-normal direction where the mesh spacing \( \Delta y_w \) is close to 0.2; whereas \( \Delta y_w = 1 \) in the LES.

3. Initial Conditions

At initial time \( t = 0 \), the streamwise velocity \( u \) in the channel is given by the analytical turbulent profile:

\[
u(y) = \frac{8}{7} U_b \left( \frac{y}{h} \right)^{1/2}
\] (20)

and the velocity components in directions \( y \) and \( z \) are equal to zero. Initially, the static pressure \( p_0 \) and the static temperature \( T_0 \) are uniform, with \( p_s = 10^5 \) Pa and \( T_0 = 273 \) K. The transition toward turbulence is accelerated by adding perturbations in the form of spanwise vortices to the initial velocity profile [27]. The time step \( \Delta t \) for the simulation is chosen so that the Courant–Friedrichs–Lewy number is \( CFL = c\Delta t/\Delta y_w \approx 0.7 \) to ensure the stability of time integration. The transient period of the simulation lasts during the nondimensional time \( \tau^* = uL_x/h = 102 \), which is equivalent to 15 flow periods through the channel. The statistics are then collected during a time period of \( \tau^*_{ref} \approx 100 \). The results are averaged in time and in space in the homogeneous directions \( x \) and \( z \), and they are compared with the DNS data [23,24].

4. Results

The mean and rms values of the streamwise velocity \( u^+ = u/u_r \) and \( u'^+ = u'/u_r \) obtained in the LES are represented by the dashed lines in Fig. 4, where \( < \cdot > \) corresponds to a statistical mean in time and space in the homogeneous flow directions. The results are displayed in wall units as a function of the radial distance \( y^+ \), and they are compared with the DNS data of Abe et al. [24]. A good agreement between the LES and DNS profiles is found for both mean and rms quantities. This suggests that the present numerical algorithm, based on the application of a selective filter as a subgrid-scale model for LES, can be used to simulate turbulent wall-bounded flows at low Reynolds numbers. Note that the influence of the spatial resolution of the channel on the LES results is discussed in the Appendix.

III. Simulations Using a Wall Model

A. Numerical Approach

1. Description of the Wall Model

When flows at high Reynolds numbers are considered, a wall modeling must be introduced. The wall model [9] used here relies on Reichardt’s [28] and Kader’s [29] analytical laws. The first one allows the mean velocity \( U \) to be estimated as a function of the height \( y \) above the wall. In wall units, one gets

\[
u^+ = \frac{U}{\sqrt{\tau_{uw}/\rho_w}} = \frac{1}{\kappa} \ln (1 + ky^+),
\]

\[
+ \left( B - \frac{1}{\kappa} \right) \left( 1 - \exp \left( \frac{-y^+}{11} \right) \right) \frac{y^+}{11} \exp \left( -0.33y^+ \right)
\] (21)

where \( y^+ = \rho_u u/c/\mu_u \) is the dynamic molecular viscosity at the wall, \( \kappa \) is the von Kármán constant equal to 0.41, and \( B \) is a constant equal to 5.25. The Kader law approximates the variations of the temperature \( T \) as, in wall units,

\[
T^+ = -\frac{(T - T_w)}{\Phi_w} \frac{C_p h_r}{\Phi_w}
\]

\[
= Pr^+ \exp (\Gamma) + 2.12 \ln (1 + y^+) + (3.85 Pr^{1/3} - 1.3)^2
\]

\[
+ 2.12 \ln Pr \exp \left( \frac{1}{\Gamma} \right)
\] (22)

where

\[
\Gamma = -\left( 10^{-2} (Pr^+)^{1/2} \right) / (1 + 5 Pr^3 y^+)
\]

Table 1  Grid parameters to simulate a turbulent channel flow at \( Re_c = 395 \)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( n_x \times n_y \times n_z )</th>
<th>( \Delta x )</th>
<th>( \Delta z )</th>
<th>( \Delta y_w )</th>
<th>( \Delta y_{wmax} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LES</td>
<td>161 x 181 x 241</td>
<td>15</td>
<td>5</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>DNS [23]</td>
<td>256 x 192 x 256</td>
<td>10</td>
<td>0.5</td>
<td>0.2</td>
<td>9.6</td>
</tr>
<tr>
<td>DNS [25]</td>
<td>256 x 193 x 192</td>
<td>10</td>
<td>6.5</td>
<td>0.15</td>
<td>6.5</td>
</tr>
</tbody>
</table>
In addition, in the boundary layer, the pressure variations are assumed to be negligible in the wall-normal direction, yielding

$$\frac{\partial p}{\partial y} = 0$$  \hspace{1cm} (23)

Equations (21) and (22) are valid for incompressible flows, assuming weak pressure gradients in the streamwise direction. The validity of these wall laws can be extended to compressible flows thanks to van Driest’s transformation [30].

When a wall model is used to compute a wall-bounded flow, the inner part of the boundary layer close to the wall is simulated without resolving the turbulent structures developing in this region. As a consequence, a coarse mesh can be used near the wall and the computational cost is considerably reduced compared to a wall-resolved simulation. In our finite volume approach, the wall model is involved in the computation of the variable vector \( W \) and its gradient \( \nabla W \) at the wall. Indeed, the value of \( \nabla W \) at the wall cannot be obtained in the same way as for a wall-resolved LES. In particular, the velocity and the temperature gradients at the wall are not correctly predicted by the numerical schemes. Consequently, the wall model allows the velocity and the temperature gradients to be estimated at each temporal iteration. In practice, the model gives estimations of the wall shear stress \( \tau_w = \mu_w \partial U / \partial y \) at the wall and of the wall heat flux \( \Phi_w = -\lambda \partial T / \partial y \) at the wall, as illustrated in Fig. 5.

2. Estimation of Velocity and Temperature Gradients at the Wall

To obtain the values of \( \tau_w \) and \( \Phi_w \) from Reichardt’s [28] and Kader’s [29] laws, the values of the velocity \( U \) and the temperature \( T \) that appear in Eqs. (21) and (22) need to be determined. For that, a computational point \( M \) located at a distance \( y_M \) from the wall is chosen. This point \( M \) is named the matching point [7]. Represented in Fig. 5, it is the center of one of the cells located along the wall-normal direction. It must be located in the inner part of the boundary layer such that the conditions of application of the wall laws are satisfied. The choice of the position of the matching point will be discussed in Sec. III.A.4. To compute the values of \( U \) and \( T \), the instantaneous LES variables at point \( M \) are collected. They are denoted \( u_{LES} \) and \( T_{LES} \) in Fig. 5. The scalar velocity value \( U \) is obtained by writing the velocity vector \( u_{LES} \) in the local coordinate frame defined by the flow direction \( m \), the wall-normal direction \( n \), and the vector \( m \wedge n \). The components of \( u_{LES} \) in this frame are denoted \( u_m, u_n, \) and \( u_{m\wedge n} \), and the velocity \( U \) is given by the relation \( U = \sqrt{u_m^2 + u_n^2} \). The temperature \( T \) is equal to \( T_{LES} \).

a. Isothermal Wall. In the case of an isothermal wall, the temperature at the wall \( T_w \) is known. Therefore, the dynamic viscosity at the wall \( \mu_w \) is computed from Sutherland’s law for the temperature \( T_w \). Then, the wall density \( \rho_w \) is obtained using the perfect gas equation, yielding \( \rho_w = \rho_{LES} (RT_w) \), where \( \rho_{LES} \) is the value of the pressure from the LES field at point \( M \) and \( R \) is the perfect gas constant. From the quantities \( T_w, \mu_w, \rho_w, U, \) and \( T \), the wall laws can now be used to estimate the velocity and the temperature gradients at the wall. The friction velocity \( u_f \) is estimated from Reichardt’s law [28] using a Newton algorithm. The wall shear stress \( \tau_w = \rho_w u_f^2 \) is then computed. As for the wall heat flux \( \Phi_{wall} \), it is obtained from Kader’s law [29] and \( T = T_{LES} \).

b. Adiabatic Wall. In the case of an adiabatic wall, the value of \( \Phi_w \) is equal to zero, leading to \( T_w = T_{LES} \). The wall shear stress \( \tau_w \) is then computed in the same way as for an isothermal wall.

3. Implementation with High-Order Numerical Schemes

As for the wall-resolved LES approach, the high-order schemes [Eqs. (11) and (12)] cannot be applied down to the wall. Consequently, in this study, for the LES with wall modeling, new spatial discretizations for the spatial scheme [Eq. (11)] and the selective filter [Eq. (12)] have been proposed in the near-wall regions. More precisely, the velocity components \( u, v, \) and \( w \); the pressure \( p \); and the temperature \( T \) at the cells and interfaces represented by symbols in Fig. 2 are computed differently from the interior points. The wall model is involved in this procedure.

a. Spatial Scheme. The wall discretization depends on the variables and the adiabatic or the isothermal nature of the wall. A first discretization is proposed for the variables satisfying a Dirichlet
condition, such as the velocity components and the temperature for an isothermal wall. A second discretization is used for the variables verifying a Neumann condition such as the pressure and the temperature in the case of an adiabatic wall. For clarity, the discretizations corresponding to the Dirichlet and the Neumann conditions are presented for the velocity and the pressure, respectively.

For a Dirichlet condition, the no-slip condition $u_w = 0$ is imposed at the wall, as illustrated in Fig. 6a. The velocity vector $\mathbf{u}_{3/2}$ at the interface between points $P_1$ and $P_2$, is computed using a second-order centered scheme:

$$\mathbf{u}_{3/2} = \alpha_{3/2}^u \mathbf{u}_1 + \beta_{3/2}^u \mathbf{u}_2$$  \hspace{1cm} (24)

where $\alpha_{3/2}^u$ and $\beta_{3/2}^u$ are the interpolation coefficients, determined using the second-order Taylor series.

In the case of a Neumann condition, the spatial discretization is similar to the one used in the wall-resolved LES approach and described in Sec. II.3. To apply the four-point implicit centered scheme [Eq. (11)] down to the wall, two ghost cells and a ghost interface are introduced, as represented in Fig. 6b. The values of the pressure in these cells are computed to impose $\partial p / \partial y|_{y = 0} = 0$ using relation (16).

**b. Selective Filtering.** The selective filter is applied down to the wall, using three rows of ghost cells. The definition of the ghost cells depends on the Neumann or the Dirichlet conditions satisfied by the flow variables at the wall.

For a Neumann condition, three ghost cells are introduced beyond the wall. They are represented in Fig. 7b and reconstructed in the same way as for the spatial scheme [11].

For the variables satisfying a Dirichlet condition at the wall, such as the velocity, three new cells are added between the wall and the point $P_i$. These cells allow us to apply the filter down point $P_i$. They are symbolized by stars in Fig. 7a. The methodology used to define the velocity in these cells is now presented. In the following, these cells correspond to points $P_0, P_{-1}$, and $P_{-2}$. Their positions from the wall are defined by $y_i = h_i / d_i$, where $h_i$ is the height of the point $P_i$; $i$ is the index of point $P_i$; and $d_0, d_1$, and $d_2$ are constants chosen such as $d_0 < d_{-1} < d_{-2}$. The importance of the ghost cell locations, determined by the values of $d_i$, is discussed in Sec. III.B.2. To specify the velocity in these additional cells, the wall model is used. The wall shear stress $\tau_w$ is determined from Reichardt’s law [28] and the LES data collected at the matching point $M$, as described in the previous section. Once the value of $\tau_w$ obtained, the Reichardt law provides a relation for the mean velocity $U$ as a function of the wall distance $y$, as plotted in Fig. 7a. This wall law profile is then used to compute the mean velocity $U_i$ for $i = 0, -1$, and $-2$. A similar reconstruction allows the temperature to be specified using Kader’s law [29]. The velocity vectors in the ghost cells are then computed from the values of $U_i$. They are assumed to be colinear with the velocity $u_1$ at point $P_i$.
Finally, in order to apply the implicit centered filter [Eq. (12)] at point \( P_1 \), the filtered velocity \( \bar{u}_h \) at point \( P_0 \) is needed. The filter is assumed to have no effect on the velocity field at point \( P_0 \), leading to the approximation \( \bar{u}_h = \bar{u}_0 \).

4. Influence of the Matching Point Location

The matching point \( M \), represented in Figs. 5 and 7a, plays a considerable role in the wall-modelled LES approach, as it provides the LES data used to estimate the values of \( \tau_w \) and \( \Phi_{uw} \). Therefore, the influence of its position must be examined. Usually [9], this point corresponds to first computational point \( P_1 \) above the wall. However, recent works [2, 31] demonstrated that selecting a matching point located further from the wall improves results. Two reasons for that can be raised. First, the smallest structures captured by a mesh are necessarily under-resolved near the mesh cutoff scale. Because these small structures have a major influence on the development of the flow in the near-wall region, the LES flowfield is not accurately represented in this region. The influence of the choice of the matching point location on the LES results will be investigated in the following section, where the performance of the numerical approach with wall modeling is examined for a turbulent channel flow.

B. Turbulent Channel Flows

1. Parameters

The LES approach with wall modeling is used to compute the turbulent channel flow at a Mach number of \( M = 0.2 \) and a friction Reynolds number of \( Re_f \approx 2000 \), which was also considered by Hoyas and Jiménez [32] using DNS. The channel lengths are equal to \( L_x = 2\pi h \), \( L_y = 2h \), and \( L_z = \pi h \), as in the LES of the previous section for the channel flow at \( Re_f \approx 395 \). Periodic conditions are implemented in directions \( x \) and \( z \). At the walls, adiabatic or isothermal boundary conditions are specified. The mass flow rate \( \rho_0 U_b \) in the channel is imposed using the source term \( S_x \) defined in Eq. (19) and its resultant term \( u_Sx \). In the case of an isothermal wall, the wall temperature \( T_b \) is imposed and an additional source term \( Q_x \) is introduced [26] in the energy equation to prescribe the bulk temperature \( T_b \). The temperature \( T_b \) is obtained from the averaged values of \( \rho, u, \) and \( T \) in the homogeneous directions \( x \) and \( z \) using the following relation:

\[
T_b = \frac{\int_0^y \tilde{\rho}(y) \tilde{u}(y) \tilde{T}(y) \, dy}{\int_0^y \tilde{\rho}(y) \tilde{u}(y) \, dy}
\]

and the source term \( Q_x \) is defined by

\[
Q_x = \frac{\Phi_{uw}}{h} + T_b - \frac{1}{V} \int_{\Omega} \rho u T \, dV
\]

where \( \rho, u, \) and \( T \) are instantaneous LES data; and \( \Phi_{uw} \) is a wall heat flux estimated from the empirical correlation of Sleicher and Rouse [33] in order to impose a temperature gradient at the wall corresponding to \( T_b/T_w = 1.1 \).

At initial time \( t = 0 \), the streamwise velocity \( u \) in the channel is identical to that of the LES of the turbulent channel flow at \( Re_f \approx 395 \). The velocity components in directions \( y \) and \( z \) are equal to zero. The static pressure and temperature are equal to \( p_0 = 10^5 \) Pa and \( T_0 = 293 \) K. The time step is chosen such that \( CFL = \Delta t/\Delta y \approx 0.7 \). The simulation transient period lasts during the nondimensional time \( t^* = tU_b/h = 200 \), corresponding to 30 flow periods through the channel. Then, the statistics are sampled over 30 flow periods. The results are averaged in time and in space, and they are compared with the results of DNS and Hoyas and Jiménez [32]. In the case of isothermal walls, the temperature profile is compared with the profile given by the analytical law of Kader [29].

2. Results for Adiabatic Walls

a. Choice of the Matching Point Location

The influence of the matching point on the LES results is evaluated by performing four simulations using matching points located at different positions \( y_M^* \) from the wall. These positions are those of cell centers \( P_1, P_2, P_3, \) or \( P_4 \). The mesh used for the computations is designed to satisfy the grid constraints for LES with wall modeling proposed by Bocquet et al. [2]. In particular, the grid cells are chosen to capture the large turbulent structures of the outer region of the boundary layers. These structures, elongated in the streamwise direction, are found for \( y^+ > 100 \). Therefore, the grid spacing of the mesh in the wall-normal direction is equal to 100 in wall units. In the streamwise and spanwise directions, the mesh spacings in wall units are, respectively, equal to 200 and 100. In that way, matching points \( P_1, P_2, P_3, \) and \( P_4 \) are, respectively, located at \( y_M^* = 50, 150, 250, \) and 350 in wall units. In the computation, the ghost cell positions are arbitrarily chosen using \( d_0 = 1.3, \) \( d_{-1} = 1.5, \) and \( d_{-2} = 2, \) according to the notations introduced in Sec. III.A.3.

The profiles obtained for the mean and rms streamwise velocities and for the Reynolds shear stresses \( -u'v' \) are displayed in Fig. 8. They are plotted in wall units as a function of the wall distance \( y^+ \), and they are compared with DNS profiles [32]. The matching points are indicated by symbols. They are all located on the DNS mean velocity profile in Fig. 8a, which supports that the numerical algorithm with wall modeling is correctly implemented. For the LES performed with the matching point \( P_1 \) closest to the wall, the mean and rms profiles present discrepancies with respect to the DNS profiles. In particular, the amplitude of the mean velocity and those of the Reynolds stresses are underestimated over all the channel half-height. On the contrary, the use of matching point \( P_3 \) leads to an overprediction of the mean velocity \( u^+ \) in the logarithmic region with respect to the DNS results. However, turbulent levels in better agreement with the DNS data are obtained as compared to the LES.
results determined using $P_3$. Finally, the best match with the DNS data for both the mean and rms profiles is observed for the LES matching points $P_1$ and $P_2$. These results demonstrate the importance of choosing a matching point located far from the wall, for $y^+ > 150$, to predict the turbulent intensities in the channel with a good accuracy. Therefore, in the following, point $P_3$ is selected as the matching point in the computations.

b. Influence of the Position of the Ghost Cells. In Sec. III.A.3, ghost cells have been introduced for LES with wall modeling in order to apply the selective filter towards the wall. The influence of the position of these cells on the LES results is evaluated by performing four simulations (G1, G2, G3, and G4) using different ghost cell locations. The ghost cell configuration for each LES is illustrated in Fig. 9. In LES G1, the ghost cells are regularly distributed between the wall and point $P_1$. In LESs G2, G3, and G4, these cells are located between $y = 0.5y_P$ and point $P_1$. More precisely, for LES G2, the ghost cells are located at $0.5y_P$, $2y_P/3$, and $5y_P/6$. In LES G3, the ghost cell positions are arbitrarily chosen as $0.5y_P$, $2y_P/3$, and $y_P/1.3$. This configuration was used in the previous section dealing with the effects of the matching point location. Finally, in LES G4, the ghost cells are positioned at $y = 0.5y_P$, $5y_P/8$, and $0.75y_P$. The mesh used in the four LESs is identical to that in the study reported previously. Moreover, the matching point is point $P_1$.

The mean velocity profiles $u^+$ obtained in LESs G1, G2, G3, and G4, as well as in the DNS of Hoyas and Jiménez [32], are depicted in wall units in Fig. 10 as a function of the wall distance. The four LES profiles are superimposed, which suggests that the choice of the ghost cell positions, between the wall and point $P_1$, has a weak influence on the mean velocity in the channel. They are also in good agreement with the DNS profile, except in the wake region where the velocity is slightly underestimated.

The fluctuating velocity profiles $u''$ and Reynolds stresses $-uv''$ from the LES and from the DNS of Hoyas and Jiménez [32] are displayed in Figs. 10b and 10c in wall units. The LES profiles have similar shapes. Compared to the DNS data, the turbulence intensities from the LES are lower. The highest turbulent levels are observed in LESs G3 and G4. The best agreement with the DNS results is obtained in LES G3.

These results demonstrate that the choice of the ghost cell positions does not considerably affect the LES results. In the following, the ghost cell positions defined for the LES G3 are used.

c. Study of the Grid Sensitivity. The influence of the spatial resolution is investigated by performing wall-modeled LES (WMLES) on meshes with different grid spacings. The mesh parameters, including the numbers of points $n_x$, $n_y$, and $n_z$ in each direction; the grid spacings $\Delta^x$, and the matching point location $y_P^{\star}$ (in wall units), as well as the grid spacing $\Delta_x/h$ normalized by the channel half-height, are provided in Table 2. In all directions, the grid spacing is uniform. To examine the influence of the mesh spacing in directions $x$, $y$, and $z$, three groups of meshes named gridx, gridy, and gridz are considered. For gridx300, gridy200, and gridz100, the mesh spacings $\Delta^x$ and $\Delta^y$ are equal to 100; whereas $\Delta^z$ decreases from 300 to 100. In gridx150, gridy100, and gridz50, $\Delta^x = 200$ and $\Delta^y = 100$ are imposed; whereas $\Delta^z$ decreases from 150 down to 50. Finally, in gridx150, gridy100, and gridz50, $\Delta^x = 200$, $\Delta^y = 100$, and $\Delta^z = 150, 100, 50$ are specified. Note that the position of the matching point is $y_P^{\star} = 250$ in all the LESs using gridx and gridz meshes, but it varies from $y_P^{\star} = 125 \div 375$ using gridy meshes.

For comparison, the characteristics of the mesh in the DNS of Hoyas and Jiménez [32], as well as those of the grids used to perform wall-modeled LES in the literature [9,34–36], are reported in Table 2. Compared to the DNS mesh, gridx200 is 25 times coarser in directions $x$ and $z$, and it is 330 times coarser in direction $y$ at the wall. Furthermore, note that the grid parameters chosen in this study are close to those used in the wall-modeled LES of the literature.

In the following, the influence of the mesh resolution is examined by representing the profiles of the mean streamwise velocity $u^+$, the rms streamwise velocity $u''$, and the Reynolds shear stresses $-uv''$ as functions of the wall distance $y^+$ in wall units. The matching points (MP) are indicated by symbols in the figures. The LES profiles are compared with the profiles given by the DNS of Hoyas and Jiménez [32].

Regarding the influence of the mesh resolution in the wall-normal direction, the results obtained in simulation gridy are displayed in Fig. 11. The mean velocity profiles differ in the logarithmic region, whereas they have similar shapes for $y^+ > 1000$. A better agreement
with the DNS is obtained using gridy150 and gridy100 than using gridy50, suggesting that coarse cells must be used in the wall-normal direction. In the same way, in Fig. 11b, the rms profile from the LES using gridy50 presents discrepancies with the DNS result on the channel half-height with a peak at \( y^+ = 75 \). On the contrary, using gridy100 and gridy150, the turbulent intensities are better predicted. In particular, the matching points are located on the DNS profiles in these cases. In Fig. 11c, the LES Reynolds stresses are lower when compared to the DNS result. For \( y^+ > 500 \), the highest turbulent levels are obtained using gridy150, supporting the idea to choose \( \Delta y^+ > 100 \), as is generally found in the literature [9,34,35].

Regarding the influence of the mesh resolution in the streamwise direction, the profiles obtained in the LES with \( 100 \leq \Delta x^+ \leq 300 \) are plotted in Fig. 13. They are very close to those represented in Fig. 12. They are superimposed over all the channel half-height, indicating grid convergence in direction \( x \). According to these results, \( \Delta x^+ = 300 \) is sufficient for wall-modeled LES, although \( \Delta x^+ \leq 260 \) is generally chosen in the literature [9,34,35].

3. Results for Isothermal Walls

For simulations with isothermal walls as described in Sec. III.B.1, unfortunately, no corresponding DNS data are available. To bypass this issue, the results of the DNS of Hoyas and Jiménez [32] for the channel flow at \( Re_c = 2000 \) with adiabatic walls are used. Indeed, the flow has a low Mach number and the temperature gradient at the wall is sufficiently weak to consider the temperature as a passive scalar. The flow regime is considered as quasi incompressible in this case.

### Table 2 Grid parameters

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( n_x \times n_y \times n_z )</th>
<th>( \Delta x^+ )</th>
<th>( \Delta z^+ )</th>
<th>( \Delta y_{\max}^+ )</th>
<th>Matching point ( y_{\max}^+ )</th>
<th>( \Delta y/h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMLES grid300</td>
<td>43 \times 41 \times 65</td>
<td>300</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>WMLES grid200</td>
<td>65 \times 41 \times 65</td>
<td>200</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>WMLES grid100</td>
<td>127 \times 41 \times 65</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>WMLES gridy150</td>
<td>65 \times 27 \times 65</td>
<td>200</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>375</td>
</tr>
<tr>
<td>WMLES gridy100</td>
<td>65 \times 41 \times 65</td>
<td>200</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>WMLES gridy50</td>
<td>65 \times 81 \times 65</td>
<td>200</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>125</td>
</tr>
<tr>
<td>WMLES gridy150</td>
<td>65 \times 41 \times 43</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>WMLES gridy100</td>
<td>65 \times 41 \times 65</td>
<td>200</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>WMLES gridy50</td>
<td>65 \times 41 \times 127</td>
<td>200</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>DNS of Hoyas and Jiménez [32]</td>
<td>1536 \times 633 \times 1536</td>
<td>8.2</td>
<td>4.1</td>
<td>0.3</td>
<td>8.9</td>
<td>——</td>
</tr>
<tr>
<td>WMLES of Bodart and Larsson [34]</td>
<td>——</td>
<td>200</td>
<td>40</td>
<td>125</td>
<td>125</td>
<td>300</td>
</tr>
<tr>
<td>WMLES of Bocquet et al. [34]</td>
<td>——</td>
<td>260</td>
<td>160</td>
<td>100</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>WMLES of Lee et al. [35]</td>
<td>——</td>
<td>200</td>
<td>135</td>
<td>125</td>
<td>125</td>
<td>312</td>
</tr>
<tr>
<td>WMLES of Park and Moin [36]</td>
<td>——</td>
<td>200</td>
<td>125</td>
<td>40</td>
<td>40</td>
<td>200</td>
</tr>
</tbody>
</table>

Fig. 11 Representations of a) mean streamwise velocities, b) rms streamwise velocities, and c) Reynolds shear stresses: LESs using gridy150 (dotted lines), gridy100 (dashed lines), and gridy50 (grey, solid lines); DNS of [32] (black, solid lines).

Fig. 12 Representations of a) mean streamwise velocities, b) rms streamwise velocities, and c) Reynolds shear stresses: LESs using gridz150 (dotted lines), gridz100 (dashed lines), and gridz50 (grey, solid lines); DNS of [32] (black, solid lines).
For brevity, only the results obtained using gridx200 are presented. The mean velocity $u^+$ and the rms component $u'^+$ are depicted in Figs. 14a and 14b, in wall units, as functions of the wall distance. They are compared with the DNS results of Hoyas and Jiménez [32]. The LES results are close to those given by the simulations with adiabatic walls in the previous section. The mean velocities obtained in the LES and in the DNS are in good agreement in the logarithmic zone, whereas small discrepancies are reported in the wake region for $y^+ > 1000$. The matching point represented by a circle in Fig. 14a is located on the DNS velocity profile. In Fig. 14b, the LES profile is close to the DNS profile for wall distances greater than the matching point position: that is, for $y^+ > 250$.

The evolution of the mean temperature along the wall distance $y^+$ is displayed in wall units in Fig. 14c. The profile estimated by Kader’s law [29] is also represented for comparison. It is obtained from the wall law given by relation (22) using the values of the wall shear stress $\tau_w$ and the wall heat flux $\Phi_w$, respectively, computed from the empirical coefficients of Petukhov [37] and Sleicher and Rouse [33]. The LES profile is in very good agreement with Kader’s law [29].

These results suggest the capability of the present numerical algorithm to correctly estimate thermal effects with wall-modeled LES.

### IV. Conclusions

In this paper, a numerical procedure is presented to perform a LES of wall-bounded flows using high-order implicit numerical schemes. The spatial discretization in the LES approach is carried out using a sixth-order compact scheme in conjunction with a sixth-order selective filter. A ghost cell reconstruction is proposed to apply these schemes in the near-wall regions. This approach is validated by computing a turbulent channel flow at a Reynolds number of $Re_x = 395$. In this case, the results agree very well with DNS data, which demonstrate that the LES algorithm, based on the use of a selective filter as a subgrid-scale model, can be applied to compute wall-bounded turbulent flows. For flows at high Reynolds numbers, a wall model is coupled with the high-order schemes to carry out LESs at an acceptable computational cost. In particular, a ghost cell reconstruction from the wall law velocity and temperature profiles is performed in order to apply the selective filter down to the wall. In addition, a matching point, for data exchange between the wall model and the LES algorithm, has to be chosen. The performance of the wall-modeled LES approach is examined for a turbulent channel flow at $Re_x = 2000$. The choice of the matching point is found to have a considerable influence on the LES results. Selecting a matching point far from the wall (typically for $y^+ > 150$) provides turbulent intensities in fairly good agreement with the DNS results of the literature, whereas the turbulent levels are underpredicted when the matching point is the first point above the wall. On the contrary, the choice of the ghost cell positions does not significantly affect the results. Moreover, a study of the grid sensitivity demonstrates that meshes with grid spacings of $\Delta x^+ = 300, \Delta y^+ = 100$, and $\Delta z^+ = 50$ are sufficiently refined to correctly predict the mean velocity and the turbulent intensities in the channel. Finally, the results obtained in the simulation performed for isothermal walls demonstrate the ability of wall-modeled LES to estimate thermal effects. Reliable results are thus expected when using the wall modeling approach in order to simulate more complex flow configurations, such as the development of a turbulent jet flow in the vicinity of the nozzle.

### Appendix: Grid Sensitivity in Wall-Resolved Simulations

In Sec. II.B, a turbulent channel flow at $Re_x = 395$ has been simulated to evaluate the performance of the numerical algorithm. The influence of the spatial resolution of the channel on the LES

<table>
<thead>
<tr>
<th>Table A1</th>
<th>Grid parameters to simulate a turbulent channel flow at $Re_x = 395$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LES</td>
<td>$n_x \times n_y \times n_z$</td>
</tr>
<tr>
<td>Mesh M1</td>
<td>$101 \times 181 \times 121$</td>
</tr>
<tr>
<td>Mesh M2</td>
<td>$161 \times 181 \times 121$</td>
</tr>
<tr>
<td>Mesh M3</td>
<td>$161 \times 181 \times 241$</td>
</tr>
</tbody>
</table>
results is now examined by performing three simulations using different meshes: M1, M2, and M3. The grid parameters (namely, the numbers of mesh points $n_x$, $n_y$, and $n_z$ in each direction) as well as the streamwise, normal, and spanwise grid spacings ($\Delta x^+$, $\Delta y^+$, and $\Delta z^+$) in wall units are given in Table A1. The LES using mesh M2 corresponds to the simulation presented in Sec. II.B.

In wall-normal direction $y$, meshes M1, M2, and M3 are identical. In particular, at the wall, the grid spacing $\Delta y_{\text{max}}$ is equal to one. Further from the wall, the mesh is stretched in the $y$ direction to obtain $\Delta y_{\text{max}} = 8$ at the center of the channel. In the streamwise and the spanwise directions, the grid spacings are uniform. They are equal to $\Delta x^+ = 25$ and $\Delta z^+ = 10$ in mesh M1, $\Delta x^+ = 15$ and $\Delta z^+ = 10$ in mesh M2, and $\Delta x^+ = 15$ and $\Delta z^+ = 5$ in mesh M3. The initial conditions and the procedure used to compute the statistical results are identical for the three simulations. They are reported in Sec. II.B.3.

The mean longitudinal velocity profiles $u^+$ are displayed in wall units in Fig. A1a as a function of the wall distance $y^+$. For the three LESs, the agreement with the DNS is satisfactory in the inner region of the boundary layer for $y^+ \leq 20$. For values of $y^+ > 20$, discrepancies are observed between the LES using grid M1 and the DNS profile. For higher mesh resolution, differences between the LES and the DNS results are reduced. In particular, the LES performed with grid M3 provides a good agreement with the DNS.

The rms profiles for the streamwise velocity component $u'^+$, obtained in the three LESs and in the DNS of Abe et al. [24], are represented in Fig. A1b in wall units. In the LES using mesh M1, the amplitude of the peak is overestimated compared to the DNS results. The LES using refined grids M2 and M3 provide rms velocity profiles in better agreement with the DNS profile. In this case, the intensity of the rms peak is correctly estimated using the finest mesh M3. These results demonstrate that the successive grid refinements in directions $x$ and $z$ allow the differences between the LES and the DNS to be reduced. In addition, using grid M3, one can note that increasing the grid resolution in direction $z$ significantly improves the agreement with the DNS for both rms and mean velocity profiles.
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