The modified Myers boundary condition for swirling flow
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This paper gives a modified Myers boundary condition in swirling inviscid flow, which differs from the standard Myers boundary condition by assuming a small but non-zero boundary layer thickness. The new boundary condition is derived and is shown to have the correct quadratic error behaviour with boundary layer thickness and also to agree with previous results when the swirl is set to zero. The boundary condition is initially derived for swirling flow with constant azimuthal velocity, but easily extends to radially varying swirling flow, with terms depending on the boundary layer model. The modified Myers boundary condition is then given in the time domain rather than in the frequency domain. The effect of the boundary layer profile is then considered, and shown to be small compared to the boundary layer thickness. The boundary condition is then used to analyse the eigenmodes and Green’s function in a realistic flow. Modelling the thickness of the boundary layer properly is shown to be essential in order to get accurate results.
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1. Introduction

Environmental concerns such as noise pollution, greenhouse gas emissions and fuel efficiency are changing the way modern aeroengines are designed and used. In 2001 the Advisory Council for Aeronautics Research in Europe (ACARE 2012) set environmental targets for 2020, such as reducing the effective perceived noise by 50% compared to the 2000 levels. Flightpath (European Commision 2011) sets even stronger goals for 2050 to further reduce the environmental concern from air travel. The current debate about Heathrow and the expansion of other airports shows that these environmental concerns are still at the forefront of public opinion and government strategy. These targets have resulted in a trend in aeroengine design towards ultra high bypass ratio (UHBR) turbofans which implies shorter inlet nacelle and possibly exhaust lengths to cope with larger nacelle diameters to fulfil weight and drag constraints.
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One method of controlling and reducing the noise in the turbofan is to fit acoustic lining on nacelle walls, which absorbs some of the sound. In UHBR engines, the inlet treated area will be reduced and the relative importance of the interstage liner will increase.

These liners often have a honeycomb-perforated sheet structure, and are often characterised and modelled by an impedance $Z$. The boundary condition for the acoustic lining is then given by $p/v = Z$, where $p$ and $v$ are the pressure and normal velocity perturbations. This boundary condition is only valid when the mean velocity is zero on the surface of the lining, so in viscous fluids. Often, it is more convenient to ignore the viscous effects of the perturbed flow and to instead assume the flow satisfies the Euler equations rather than the Navier–Stokes equations. Ingard (1959) and Myers (1980) derived a modified boundary condition, generally referred to as the Myers or Ingard–Myers boundary condition, by matching the fluid and solid normal displacement. This has been the standard boundary condition that has been used in nearly all studies regarding the acoustic propagation through the aeroengine. Recent theoretical evidence by Brambley (2009) and experimental evidence by Renou & Aurégan (2011) have shown that the Myers boundary condition is not producing the correct behaviour for sound attenuation, in terms of stability and impedance estimation.

It is often assumed that the Myers boundary condition is the limit of an infinitely thin boundary layer, and it was shown independently by Eversman & Beckemeyer (1972) and Tester (1973) that this is the case with no swirling flow. However, it was shown in Masson et al. (2017) that it is not the correct limit for an infinitely thin boundary layer for swirling flow, with an additional term relating to the presence of centrifugal forces. Throughout this paper this will be referred to as the corrected Myers boundary condition. To get a more accurate boundary condition which behaves correctly, the boundary layer thickness must be considered as non-zero. Gabard (2013) showed in the case of non-swirling flow that using an infinitely thin boundary layer compared to a boundary layer of the correct thickness can lead to significant errors when predicting sound attenuation. Gabard (2013) went on to show that in non-swirling flow the effect of the boundary layer profile was much smaller than the boundary layer thickness on the sound attenuation.

One way of modelling the flow with a finite boundary layer thickness is to fully resolve the flow and just use the boundary condition $p/v = Z$. However this can be very expensive computationally. Additionally, when fully resolving the flow with a boundary layer there might be problems with the smoothness of the flow when transitioning into the boundary layer region (for example a linear boundary layer will lead to discontinuous derivatives). This will then cause numerical problems. Instead, an asymptotic method based on the boundary layer thickness parameter is used here to give an effective boundary condition which can be applied for a flow without the boundary layer. This method was considered by Brambley (2011) for non-swirling flow, and latter extended to be more accurate in Khamis & Brambley (2016) by considering the asymptotics at second order (of the boundary layer thickness) rather than first order. Rienstra & Darau (2011) also considered a similar boundary condition to Brambley at first order, as did Myers & Chuang (1984) and Joubert (2010). All of these modified Myers boundary conditions (for non-swirling flow) then had the correct stability properties and were well posed, as opposed to the original Myers condition.

Recently, it has become more important to consider the swirling flow, such as for understanding the complex interaction between the rotor and stator in the interstage region and better assess the role of the interstage liner. Studies such as Posson &
Peake (2013), Mathews & Peake (2017) have considered the effect of the swirling flow on the eigenmodes and acoustic Green’s function in a treated annular duct, although only using the Myers boundary condition. Other recent studies such as Guan, Luo & Wang (2008), Maldonado et al. (2015) calculated the eigenmodes in swirling flow using the Myers boundary condition. To make these studies more relevant, the modified Myers boundary condition for swirling flow is calculated in the present paper, in a similar way as previous studies with no swirl. Other studies which considered swirling flow but only in a hard-walled duct such as Golubev & Atassi (1998), Tam & Auriault (1998) and Heaton & Peake (2005) will also benefit from this new boundary condition which takes into account the boundary layer thickness.

This paper is laid out as follows. In § 2, the geometry of the problem, governing equations and the corresponding acoustic analogy are considered. In § 3, the new modified Myers boundary condition is derived in (constant) swirling flow. Both the inner and outer solutions to the asymptotic problem are derived and then matched, which allows for the computation of the boundary condition at both the inner duct wall and outer duct wall. In § 4, the boundary conditions in the limits of no swirl or in a hard-walled duct are retrieved. In § 5, the extension of the boundary condition from constant to radially varying swirling flow is considered. In § 6, the error of the modified Myers boundary condition is tested, and its accuracy is compared to the corrected Myers boundary condition and the fully resolved boundary layer. In § 7, the effect of the boundary layer profile on the sound attenuation is tested by considering a number of different profiles. A simplification of the new boundary condition is also given for a piecewise linear boundary profile in a hard-walled duct. Finally, in § 8, the effect of the new boundary condition is considered on the eigenmodes and Green’s function for a realistic swirling flow between the rotor and stator.

2. Governing equations and acoustic analogy

The aeroengine is modelled as an infinite annular duct. Let the inner and outer duct walls be given by $r^+ = h^+$ and $r^+ = d^+$ respectively, where the double dagger $\ddagger$ represents dimensional coordinates. All distances are made dimensionless by $d^+$, so that the inner wall lies at $r = h := h^+ / d^+$ and the outer wall at $r = 1$. $r_m = (h + 1)/2$ denote the dimensionless midspan of the duct. All velocities are made dimensionless by the speed of sound at midspan of the duct, $c^+_0(r^+_m)$. The density is made dimensionless by the density at midspan. Finally, time is made dimensionless by $d^+/c^+_0(r^+_m)$ and all frequencies by $c^+_0(r^+_m)/d^+$. The use of the speed of sound at midspan to define non-dimensional speeds, time and frequencies instead of values at the tip ensures that the non-dimensionalisation is unaffected by the choice of the flow behaviour near the walls (presence and type of boundary layers).

A cylindrical coordinate system is used, with $x$ the axial coordinate, $r$ the radial coordinate and $\theta$ the azimuthal coordinate. Let $\mathbf{u} = (u, v, w)$, $\rho$ and $p$ be the total velocity, the total density and the total pressure of air, with $u$, $v$ and $w$ being the velocity components in the $x$, $r$ and $\theta$ directions respectively. The total flow (underlined) is split into an inviscid base flow (subscript $0$) and some small perturbations, so that:

$$((u, v, w, \rho, p)) = (u_0, v_0, w_0, \rho_0, p_0) + (u, v, w, \rho, p).$$

2.1. Swirling base flow in a duct with a boundary layer

The swirling base flow is assumed non-viscous and homentropic so the entropy is constant. The mean velocity of the base flow is assumed of the form

$$(u_0, v_0, w_0) = (U_x(r), 0, U_\theta(r)),$$
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where \( U_x(r) \) and \( U_\theta(r) \) are freely chosen. The speed of sound, density and pressure are then deduced from the Euler equations and the gas thermodynamic relations. This choice of base flow is representative of the swirling mean flow in the interstage region of a turbofan under the simplified radial equilibrium assumption. The speed of sound \( c_0 \) is given by

\[
c_0^2(r) = 1 + (\gamma - 1) \int_{r_m}^r \frac{U_\theta^2(s)}{s} \, ds,
\]

(2.3)

while the density is given by

\[
\rho_0(r) = [c_0^2(r)]^{1/(\gamma - 1)},
\]

(2.4)

where \( \gamma \) is the ratio of specific heat capacities (\( \gamma = 1.4 \) for air).

2.2. Swirling base flow in a duct without a boundary layer

The flow without the boundary layer is denoted with a subscript or superscript ‘nbl’. The velocities are given by

\[
(u_0, v_0, w_0) = (U_x^{\text{nbl}}(r), 0, U_\theta^{\text{nbl}}(r)),
\]

(2.5)

while the associated speed of sound \( c_{\text{nbl}}(r) \) and density \( \rho_{\text{nbl}}(r) \) are defined from equations (2.3) and (2.4) respectively in which base flow variables have been replaced by base flow variables without a boundary layer (‘nbl’). Even if \( U_{\text{nbl}} \) is constant, the density and speed of sound are seen to have (logarithmic) radial dependence.

2.3. Linearised inhomogeneous Euler equations and acoustic analogy

In Posson & Peake (2013) an acoustic analogy was derived. First, the compressible Navier–Stokes equations in cylindrical coordinates were exactly rearranged as a linear operator acting on the perturbations on the left-hand side with a right-hand side including all nonlinear, viscous and non-isentropic effects:

\[
\frac{1}{c_0^2} \frac{D_0 p}{Dt} + u \frac{d\rho_0}{dr} + \rho_0 \text{div} \, u = S_\rho, \tag{2.6a}
\]

\[
\rho_0 \left[ \frac{D_0 u}{Dt} + v \frac{dU_x}{dr} \right] + \frac{\partial p}{\partial x} = S_x, \tag{2.6b}
\]

\[
\rho_0 \left[ \frac{D_0 v}{Dt} - \frac{2 U_\theta}{r} w \right] - \frac{U_\theta^2}{r c_0^2} p + \frac{\partial p}{\partial r} = S_r, \tag{2.6c}
\]

\[
\rho_0 \left[ \frac{D_0 w}{Dt} + \frac{v}{r} \frac{d(r U_\theta)}{dr} \right] + \frac{1}{r} \frac{\partial p}{\partial \theta} = S_\theta, \tag{2.6d}
\]

together with the energy equation, where the source terms \((S_\rho, S_x, S_r, S_\theta)\) are given in Posson & Peake (2013, equations (2.9) and (2.11)). The material derivative is defined in the standard way as

\[
\frac{D_0}{Dt} = \frac{\partial}{\partial t} + U_x \frac{\partial}{\partial x} + \frac{U_\theta}{r} \frac{\partial}{\partial \theta}.
\]

(2.7)

Second, after rearrangement the problem was also stated as a single, sixth-order linear differential equation for pressure on the left-hand side with the associated source term \( \mathcal{S} \) on the right-hand side:

\[
\mathcal{F}(p) = \mathcal{S},
\]

(2.8)
where the differential operator $\mathcal{F}$ is (using the notation from Mathews & Peake (2017))

$$
\mathcal{F} = \left( \frac{1}{c_0^2} \frac{D_0^2}{Dt^2} - \frac{\partial^2}{\partial x^2} - \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right) \mathcal{R}^2 + \left( \frac{1}{r} \frac{D_0}{Dt} - \frac{U_\theta}{r} \frac{\partial}{\partial x} - \left( \frac{U_\theta}{r^2} + \frac{U'_\theta}{r} \right) \frac{\partial}{\partial \theta} \right) \mathcal{R} \mathcal{T}
+ \mathcal{R} \frac{D_0}{Dt} \frac{\partial}{\partial r} \mathcal{T} - \frac{D_0}{Dt} \left[ 2U'_r \frac{\partial D_0}{\partial x} Dt + 2 \left( \frac{U_\theta}{r} \right)' \frac{\partial D_0}{\partial \theta} Dt + \mathcal{U}_\theta \right] \mathcal{T},
$$

where

$$
\mathcal{R} = \frac{D_0^2}{Dt^2} + \mathcal{U}_\theta, \quad \mathcal{T} = -\frac{D_0}{Dt} \frac{\partial}{\partial r} - 2 \frac{U_\theta}{r^2} \frac{\partial}{\partial \theta} + \frac{U'^2_\theta}{r c_0^2} \frac{D_0}{Dt},
$$

and

$$
\mathcal{U}_\theta(r) = \frac{2U_\theta(r)}{r} \left( \frac{U_\theta(r)}{r} + U'_\theta(r) \right).
$$

The source term $\mathcal{S}$ is given in Posson & Peake (2013, equation (3.7)).

In the following, to calculate the pressure and velocity perturbation for the linearised Euler equations, the set of linear equations (2.6) are solved for the pressure and velocity with source terms set to zero or, equivalently (2.8) is solved with $\mathcal{S} = 0$.

### 2.4. Pressure and velocity perturbations

We will consider the Fourier transforms in time and axial direction and Fourier series in the azimuthal direction of the pressure and velocity perturbations, given by

$$
\{u, v, w, p\}(r, x, \theta, t) = \int \sum_m \int \{U(r), V(r), W(r), P(r)\} e^{ikx} dk e^{i\theta} e^{-i\omega t} d\omega,
$$

namely, here and throughout the time dependence of the perturbations is chosen of the form $\exp(-i\omega t)$.

Using Fourier transformation on the linearised momentum equation and combined linearised mass and energy equation in (2.6), the problem can be described as a set of four coupled ordinary differential equations, for the pressure and the three velocity components:

$$
\frac{iA}{c_0^2} + V \rho_0 U^2_\theta + \rho_0 \left[ \frac{imW}{r} + iU + \frac{V}{r} + \frac{dV}{dr} \right] = 0,
$$

$$
\rho_0 \left[ iA + V \frac{dU}{dr} \right] + iP = 0,
$$

$$
\rho_0 \left[ iA - \frac{2U_\theta}{r} W \right] + \frac{dP}{dr} - \frac{U^2_\theta}{r c_0^2} P = 0,
$$

$$
\rho_0 \left[ iA W + V \left( \frac{U_\theta}{r} + \frac{dU_\theta}{dr} \right) \right] + \frac{imP}{r} = 0.
$$

Similarly, using Fourier transformation, the homogeneous equation (2.8) leads to a linear, second-order ordinary differential equation acting on $P$, as given in Posson & Peake (2013) and Mathews & Peake (2017). It is given by

$$
\mathcal{A}(r, k) \frac{d^2 P}{dr^2} (r; k) + \mathcal{B}(r, k) \frac{dP}{dr} (r; k) - \mathcal{C}(r, k) P(r; k) = 0,
$$

$$
\mathcal{A}(r, k) = \mathcal{B}(r, k) = \mathcal{C}(r, k) = \mathcal{D}(r, k),
$$

subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. 
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where the coefficients are defined in appendix A, which is the generalisation of the Pridmore-Brown operator (Pridmore-Brown 1958) to swirling flow.

Finally, instead of having one governing equation for the pressure, the problem can equivalently be written as two coupled governing equations for pressure and normal velocity, which are given by

\[
\frac{dP}{dr}(r; k) + \frac{\gamma(r, k)}{\Lambda(r, k)} P(r; k) = i\rho_0(r) \frac{(U_\theta(r) - \Lambda^2(r, k))}{\Lambda(r, k)} V(r; k) \tag{2.15a}
\]

and

\[
\frac{dV}{dr}(r; k) + \left(\frac{1}{r} - \frac{\gamma(r, k) + \Lambda'(r, k)}{\Lambda(r, k)}\right) V(r; k) = \frac{P(r; k)}{i\rho_0(r)\Lambda(r, k)} \left(\frac{\Lambda(r, k)^2}{c_0^2(r)} - k^2 - \frac{m^2}{r^2}\right), \tag{2.15b}
\]

by rearranging (2.13), where

\[
\Lambda(r, k) = kU_x(r) + \frac{mU_\theta(r)}{r} - \omega \quad \text{and} \quad \gamma(r, k) = -\frac{U_\theta^2(r)\Lambda(r, k)}{rc_0^2(r)} + \frac{2mU_\theta(r)}{r^2}, \tag{2.16a,b}
\]

with primes denoting derivatives with respect to \( r \). If the swirl is set to zero in (2.15a) and (2.15b) then the governing equations used to calculate the modified Myers boundary condition in Brambley (2011), Khamis & Brambley (2016) are recovered.

### 2.5. Acoustic lining of the duct

The duct walls are either hard walls or acoustically treated with liners of uniform properties, although they may be different at each duct wall and vary with the frequency. To mathematically model the acoustic lining in the frequency domain, the impedances \( Z_h^j, Z_1^j \in \mathbb{C} \) of the liner at the duct walls are introduced. The impedances are made dimensionless at the midspan of the duct, such that \( Z_j = Z_j^h/(\rho_0^2(r_m^2)c_0^2(r_m^2)) \).

The case of hard walls corresponds to an impedance \( Z_j = \infty \). After Fourier transforming, the boundary conditions become

\[
\frac{P(1)}{V(1)} = Z_{\text{eff}}^1 \quad \text{and} \quad \frac{P(h)}{V(h)} = -Z_{\text{eff}}^h, \tag{2.17a,b}
\]

where \( Z_{\text{eff}}^j \) depends on the choice of boundary condition and the thickness of the boundary layer, which are summarised below.

#### 2.5.1. Flow with boundary layer

If the flow has a boundary layer with \( U_\theta = U_x = 0 \) at the duct walls, then there is no need to define an effective impedance. Since the velocity is zero on the surface of the lining then the boundary condition \( P/V = Z \) applies. Thus, \( Z_{\text{eff}}^h = Z_h \) and \( Z_{\text{eff}}^1 = Z_1 \) will apply in (2.17).
2.5.2. Myers’ boundary condition

In the Myers boundary condition, the fluid and solid normal displacement are matched. The effective impedance is then given by

\[
Z'_{\text{eff}} = \frac{\omega}{\omega - kU_{\text{bl}}(r) - \frac{mU_{\text{bl}}(r)}{r}} Z_r, \tag{2.18}
\]

for \( r = h \) and \( r = 1 \). For hard walls \( Z_r \) tends to infinity, hence \( Z'_{\text{eff}} \to \infty \) and the boundary condition at the duct wall becomes \( V(h) = V(1) = 0 \). It was shown independently by Eversman & Beckemeyer (1972) and Tester (1973) that the Myers boundary condition was the correct limit in the case of an infinitely thin boundary layer with no swirl. However, it was shown in Masson et al. (2017) that this was not the correct limit for an infinitely thin boundary layer in swirling flow.

2.5.3. Corrected Myers’ boundary condition in swirl

In Masson et al. (2017) it was shown that a correct choice of effective impedance is

\[
Z_{\text{eff}}^h = \frac{\omega}{\omega - kU_{\text{bl}}(h)} \left( Z_h + \frac{i}{h\omega} \rho_{\text{bl}}(h)(U_{\theta}(h))^2 \right), \tag{2.19}
\]

and

\[
Z_{\text{eff}}^1 = \frac{\omega}{\omega - kU_{\text{bl}}(1)} \left( Z_1 - \frac{i}{\omega} \rho_{\text{bl}}(1)(U_{\theta}(1))^2 \right), \tag{2.20}
\]

which was shown to produce the correct limit as the boundary layer became infinitely thin. These were derived by assuming that the density was constant across the boundary layer, before the limit was taken.

3. Modified Myers’ boundary condition in swirl

To derive the modified Myers boundary condition the behaviour of the flow without a boundary layer and the flow with a boundary layer need to be related at the duct wall. This will then allow the effective impedance \( Z_{\text{eff}} \) to be calculated for the flow without a boundary layer in terms of \( Z \) and the boundary layer. To relate the two different flows, the outer solution (without a boundary layer) at the duct wall is first calculated, followed by the inner solution (with a boundary layer) near the duct wall, and then the two solutions are matched. In this section, the flow away from the boundary layer \( (U_{\text{bl}}^x \text{ and } U_{\theta}^b) \) is assumed constant. The boundary layer thickness is \( \delta \).

3.1. Outer solution

First, the outer solutions for \( P(r) \) and \( V(r) \) in a duct are considered. It will be sufficient to calculate how \( P(r) \) and \( V(r) \) relate to each other, and to be able to calculate their derivatives in terms of \( P(r) \) and \( V(r) \).

3.1.1. Derivatives of pressure and normal velocity

From the coupled equations for pressure and normal velocity in (2.15), the derivative of the pressure can easily be expressed as

\[
\frac{dP}{dr}(r) = i\rho_0(r) \frac{(U_{\theta}(r) - A^2(r))}{A(r)} V(r) - \frac{\gamma(r)}{A(r)} P(r), \tag{3.1}
\]
and the derivative of velocity is given by
\[
\frac{dV}{dr}(r) = -\left(1 - \frac{\gamma'(r) + A'(r)}{\Lambda(r)}\right)V(r) + \frac{1}{i\rho_0(r)\Lambda(r)}\left(\frac{\Lambda(r)^2}{c_{nbl}^2(r)} - k^2 - \frac{m^2}{r^2}\right)P(r). \tag{3.2}
\]

### 3.1.2. Taylor expansion
The outer solution is now considered in terms of the flow without the boundary layer. The outer solution near the wall at \(r = h\) has to be evaluated. A Taylor expansion about \(h\) yields
\[
V_{nbl}(h + \delta y) = V_{nbl}(h) + \delta y \frac{dV_{nbl}}{dr}(h) + O(\delta^2), \tag{3.3}
\]
\[
P_{nbl}(h + \delta y) = P_{nbl}(h) + \delta y \frac{dP_{nbl}}{dr}(h) + O(\delta^2).
\]

Letting \(V^h_\infty\) and \(P^h_\infty\) denote \(V_{nbl}(h)\) and \(P_{nbl}(h)\), the above expressions read
\[
V_{nbl}(h + \delta y) = V^h_\infty + \delta y \left[-1 + \frac{\gamma_{nbl}(h) - \frac{mU^{nbl}_{\theta}}{h^2}}{\Lambda_{nbl}(h)}\right]V^h_\infty + \frac{1}{i\rho_{nbl}(h)\Lambda_{nbl}(h)}\left(\frac{\Lambda_{nbl}(h)^2}{c_{nbl}^2(h)} - k^2 - \frac{m^2}{h^2}\right)P^h_\infty + O(\delta^2) \tag{3.4}
\]
and
\[
P_{nbl}(h + \delta y) = P^h_\infty + \delta y \left[i\rho_{nbl}(h)\frac{(U^{nbl}_{\theta}(h) - \Lambda_{nbl}^2(h))}{\Lambda_{nbl}(h)}\right]V^h_\infty - \frac{\gamma_{nbl}(h)}{\Lambda_{nbl}(h)}P^h_\infty + O(\delta^2), \tag{3.5}
\]
in terms of the flow without the boundary layer where
\[
\Lambda_{nbl}(r) = kU_{nbl} + \frac{mU^{nbl}_{\theta}}{r} - \omega, \tag{3.6}
\]
and
\[
\gamma_{nbl}(r) = -\frac{(U^{nbl}_{\theta})^2}{r^2 c_{nbl}^2(r)} + \frac{2mU^{nbl}_{\theta}}{r^2} \quad \text{and} \quad U^{nbl}_{\theta}(r) = \frac{2(U^{nbl}_{\theta})^2}{r^2}. \tag{3.7a,b}
\]

Similarly, to get the solution at the outer duct wall, \(h\) is replaced by 1 and \(\delta\) by \(-\delta\).

### 3.2. Inner solution
Second, to derive the inner solution, the change of variables \(r = h + \delta y\) is introduced in the governing equations, and then pressure and normal velocity solutions of the form
\[
P(y) = P_0(y) + \delta P_1(y) + O(\delta^2) \quad \text{and} \quad V(y) = V_0(y) + \delta V_1(y) + O(\delta^2) \tag{3.8a,b}
\]
are looked for. For convenience, the four coupled governing equations in (2.13) are arbitrarily considered rather than the two coupled differential equations (2.15). The latter choice is closer to the method of Khamis & Brambley (2016) and is described in Masson (2018), Masson et al. (2017). By using (2.13), the scaling

\[ U = \frac{\bar{U}}{\delta} \quad \text{and} \quad W = \frac{\bar{W}}{\delta}, \quad (3.9a,b) \]

is also needed (after considering the distinguished limit of the system of equations) and solutions of the form

\[ \bar{U}(y) = \bar{U}_0(y) + \delta \bar{U}_1(y) + O(\delta^2) \quad \text{and} \quad \bar{W}(y) = \bar{W}_0(y) + \delta \bar{W}_1(y) + O(\delta^2) \quad (3.10a,b) \]

are considered. Finally, since the density and speed of sound both vary with radius due to the swirling flow, it will be necessary to scale them in such a way that the limit as \( y \to \infty \) is well defined, which is needed for the matching of the inner and outer solutions. To perform this scaling, \( \rho_0 \) and \( c_0 \) (and their derivatives) are multiplied by

\[
\begin{align*}
\frac{\rho_{nbl}(0)}{\rho_{nbl}(y)} &= 1 - \delta y \frac{\rho'_{nbl}(h)}{\rho_{nbl}(h)} + O(\delta^2) \quad \text{and} \quad \frac{c_{nbl}(0)}{c_{nbl}(y)} &= 1 - \delta y \frac{c'_{nbl}(h)}{c_{nbl}(h)} + O(\delta^2), \quad (3.11a,b)
\end{align*}
\]

where the prime denotes differentiation with respect to \( r \). This will then give expression in terms of

\[
\hat{\rho}_0(y) = \frac{\rho_{nbl}(0)\rho_0(y)}{\rho_{nbl}(y)} \quad \text{and} \quad \hat{c}_0(y) = \frac{c_{nbl}(0)c_0(y)}{c_{nbl}(y)}, \quad (3.12a,b)
\]

which then have a limit as \( y \to \infty \).

In (2.13) the change of variables \( r = h + \delta y \) and series expansions (3.8) and (3.10) are first used. Then, \( c_0(y) \) is replaced by \( \hat{c}_0(y) + O(\delta) \), before the whole equation is multiplied by (3.11a) which eliminates \( \rho_0(y) \) in favour of \( \hat{\rho}_0(y) \).

3.2.1. Leading-order solution

After performing analysis similar to Masson et al. (2017), and matching to the (constant) leading-order outer solution (see appendix B for the details), the leading-order solutions are

\[ V_0(y) = \frac{V^h}{\Lambda_{nbl}(h)} A_h(y) \quad \text{and} \quad P_0(y) = P^h - \frac{iV^h}{h \Lambda_{nbl}(h)} \int_y^\infty \hat{\rho}_0(U_0^2) \, dy, \quad (3.13a,b) \]

where \( A_h(y) = kU_s(y) + mU_o(y)/h - \omega \), and

\[
\begin{align*}
\bar{U}_0(y) &= i \frac{V^h}{\Lambda_{nbl}(h)} (U_s(y))_y \quad \text{and} \quad \bar{W}_0(y) &= i \frac{V^h}{\Lambda_{nbl}(h)} (U_o(y))_y, \quad (3.14a,b)
\end{align*}
\]

where the subscript \( y \) denotes differentiation with respect to \( y \).
3.2.2. First-order solution

To first order the differential equations satisfy

\[ \frac{i\Lambda_0 P_0}{c_0^2} + V_0 \frac{\hat{\rho}_0 U_\theta^2}{h \hat{c}_0^2} + \hat{\rho}_0 \left[ \frac{im \tilde{W}_1}{h} - \frac{imy \tilde{W}_0}{h^2} + ik \tilde{U}_1 + \frac{V_0}{h} + \frac{dV_1}{dy} \right] = 0, \quad (3.15a) \]

\[ \hat{\rho}_0 \left[ i\Lambda_0 \tilde{U}_1 - \frac{imy \rho_0'}{h^2} \tilde{U}_0 + V_1 \frac{dU_\phi}{dy} \right] + ik \hat{P}_0 = 0, \quad (3.15b) \]

\[ \hat{\rho}_0 \left[ i\Lambda_0 \tilde{W}_0 - \frac{2U_\theta}{h} \tilde{W}_1 + \frac{2y U_\theta \tilde{W}_0}{h^2} \right] + \frac{dP_1}{dy} = -y \frac{dP_0}{dy} \frac{\rho_0'}{\rho_{nbl}(h)} - \frac{U_\theta^2}{h \hat{c}_0^2} \hat{P}_0 = 0, \quad (3.15c) \]

\[ \hat{\rho}_0 \left[ i\Lambda_0 \tilde{W}_1 - \frac{imy U_\theta}{h^2} \tilde{W}_0 + V_1 \frac{dU_\theta}{dy} + \frac{V_0 U_\theta}{h} + \frac{im \hat{P}_0}{h} = 0, \quad (3.15d) \]

where the second to last term in (3.15c) arises due to the scaling in (3.11).

Equation (3.15b) is used to calculate \( \tilde{U}_1 \) in terms of \( V_1 \), \( \tilde{U}_0 \) and \( P_0 \), with the latter two known from (3.13) and (3.14), before using (3.15d) to similarly express \( \tilde{W}_1 \) in terms of \( V_1 \) and known terms. After substitutions into (3.15a), and some simplifications, a differential equation for \( V_1 \) is found:

\[ \frac{\Lambda_0}{\Lambda_\phi} V_1 - \frac{dV_1}{dy} - \frac{i}{\rho_0 \Lambda_\phi} \left( \frac{\Lambda_\phi^2}{\hat{c}_0^2} - k^2 - \frac{m^2}{h^2} \right) \hat{P}_0 \]

\[ + \frac{V_\infty^h}{\Lambda_{nbl}(h)} \left[ \frac{\Lambda_\phi}{h} \left( 1 + \frac{U_\phi^2}{\hat{c}_0^2} \right) - \frac{2mU_\phi}{h^2} + \frac{m}{h^2} (yU_\phi)_y - \frac{my U_\phi}{h} \Lambda_\phi' \right] = 0. \quad (3.16) \]

The solution to this differential equation is then given by

\[ V_1 = C_h \Lambda_\phi(y) - i \Lambda_\phi \int_0^y \hat{P}_0 \frac{1}{\rho_0 \Lambda_\phi} \left( \frac{\Lambda_\phi^2}{\hat{c}_0^2} - k^2 - \frac{m^2}{h^2} \right) dy - \frac{\Lambda_\phi}{h} \frac{V_\infty^h}{\Lambda_{nbl}(h)} \int_0^y \left( 1 + \frac{U_\phi^2}{\hat{c}_0^2} \right) dy \]

\[ + \frac{2m \Lambda_\phi}{h^2} \frac{V_\infty^h}{\Lambda_{nbl}(h)} \int_0^y \frac{U_\phi}{\Lambda_\phi} dy - \frac{my U_\phi}{h^2 \Lambda_{nbl}(h)} V_\infty^h, \]

where \( C_h \) is to be determined. Finally, (3.17) is written in terms of bounded integrals where the integrands are all zero outside of the boundary layer, as given in appendix C by (C.1).

The pressure term \( P_1 \) is now calculated. Using the expression in (3.15c) and substituting in \( \tilde{W}_1 \) and the known terms from (3.13) and (3.14) gives a differential equation for \( P_1 \) which involves \( V_1 \). Solving it yields

\[ P_1 = D_h + \int_0^y \hat{P}_0 \left[ \frac{U_\phi^2}{h \hat{c}_0^2} - \frac{2m U_\phi}{h^2 \Lambda_\phi} \right] dy - i \frac{V_\infty^h}{\Lambda_{nbl}(h)} \int_0^y \hat{\rho}_0 \left[ \Lambda_\phi^2 - \frac{2U_\phi^2}{h^2} \right] dy \]

\[ - \frac{V_\infty^h}{\Lambda_{nbl}(h)} \int_0^y i \hat{\rho}_0 \frac{y U_\phi^2}{h^2} \left( 1 - \frac{m U_\phi}{h \Lambda_\phi} - \frac{(U_\phi^{nbl})^2}{c_{nbl}^2(h)} \right) dy + \int_0^y i \hat{\rho}_0 \frac{y U_\phi^2}{h \Lambda_\phi} V_1 dy. \quad (3.18) \]

This is then written in terms of bounded integrals (plus an integral involving \( V_1 \), which is also bounded), as given in appendix C by (C.2).

3.3. Matching procedure

The inner and outer solutions are matched by comparing them at \( O(\delta) \), which allows calculating the constants \( C_h \) and \( D_h \).
3.3.1. Normal velocity

Letting $y \to \infty$ in the inner solution of the normal velocity (C 1), the $O(y)$ term is found to be given by

$$y \left[ \frac{1}{i\rho_{\text{abl}}(h)\Lambda_{\text{abl}}(h)} \left( \frac{\Lambda_{\text{abl}}^2}{c_{\text{abl}}^2(h)} - k^2 - \frac{m^2}{h^2} \right) p^h_{\infty} - \frac{V^h_{\infty}}{h} \right] - \frac{mU_{\text{abl}}^h\Lambda_{\text{abl}}(h)}{h^2} V^h_{\infty} - \left( \frac{(U_{\theta}^h)^2}{h^2 c_{\text{abl}}^2(h)} - \frac{2mU_{\text{abl}}^h}{h^2 \Lambda_{\text{abl}}(h)} \right) V^h_{\infty}. \quad (3.19)$$

This exactly matches to the $O(y)$ term in (3.4). Then, the $O(1)$ terms are considered. They have to sum to zero as $y \to \infty$. Thus $C_h$ can be calculated, and is given in in appendix C by (C 3).

3.3.2. Pressure

The pressure component in (C 2) is then considered. As $y \to \infty$, the $O(y)$ term is found to be given by

$$y \left[ p^h_{\infty} \left( \frac{(U_{\theta}^h)^2}{hc_{\text{abl}}^2(h)} - \frac{2mU_{\theta}^h}{h^2 \Lambda_{\text{abl}}(h)} \right) + iV^h_{\infty} \rho_{\text{abl}}(h) \frac{1}{\Lambda_{\text{abl}}(h)} \left( \frac{\Lambda_{\text{abl}}^2}{c_{\text{abl}}^2(h)} - 2\frac{(U_{\theta}^h)^2}{h^2} \right) \right], \quad (3.20)$$

which exactly matches to the $O(y)$ term in (3.5). The $O(1)$ terms must sum to zero as $y \to \infty$, so $D_h$ can be calculated, and is given in in appendix C by (C 4).

3.4. Simplifications

Due to the complicated form of both $P_1$ and $V_1$, it will be useful to make a simplification before calculating $P_1(0)$ and $V_1(0)$. For the base flow, empirically $\hat{\rho}_0 = \rho_{\text{abl}} + O(\delta^*)$ and $\hat{c}_0 = c_{\text{abl}} + O(\delta^*)$, where $\delta^* = \alpha(\delta)$. In figure 1, this can be seen by plotting the density ratio $\rho_{\text{abl}}(h)/\hat{\rho}_0$ and speed of sound ratio $c_{\text{abl}}(h)/\hat{c}_0(r)$ for an exponential boundary layer with displacement thickness $\varepsilon = 0.02$ and $U_\theta = 0.5$. Since the effective impedance is only calculated to $O(\delta)$, then the ratios $\rho_{\text{abl}}/\hat{\rho}_0$ and $c_{\text{abl}}^2/\hat{c}_0^2$ can be approximated by 1 in (C 1), (C 2), (C 3) and (C 4). This will be particularly useful in simplifying the pressure term. This approximation is referred to as the ‘simplified’ modified Myers for swirling flow, as opposed to the ‘full’ modified Myers.
3.5. Solution at the inner duct wall

Finally, \( P(0) \) and \( V(0) \) have to be evaluated at the duct wall to be related to the pressure and normal velocity of the flow without a boundary layer at the duct wall, \( P^h_\infty \) and \( V^h_\infty \), to finally complete the derivation of the modified Myers boundary condition.

3.5.1. Normal velocity

From (3.8), (3.13) and (C 1) the normal velocity at the wall is found to be

\[
V(0) = -\frac{\omega}{A_{nbl}(h)} V^h_\infty - \delta\omega C_h + O(\delta^2). \tag{3.21}
\]

A simplified form for \( C_h \) is calculated from inserting the expression for \( P_0(y) \) from (3.13) into (C 3) and then using the simplifications from § 3.4. The normal velocity at the duct wall is then given by:

\[
\frac{V(0)}{V^h_\infty} = -\frac{\omega}{A_{nbl}(h)} - \delta i \frac{\omega}{\rho_{nbl}(h) A_{nbl}^2(h)} \frac{P^h_\infty}{V^h_\infty} \int_0^\infty \left( 1 - \frac{A_{nbl}^2(h)}{A^2_h} \right) \, dy
+ \delta \frac{\omega}{h A_{nbl}^2(h)} \frac{(U_{\theta nbl}^2)^2}{\rho_{nbl}(h)} \int_0^\infty \frac{A_{nbl}^2(h)}{A^2_h} \left[ 1 - \frac{U_{\theta nbl}^2}{(U_{\theta nbl}^2)^2} \right] \, dy
- \delta \frac{2m\omega U_{\theta nbl}^2}{h^2 A_{nbl}^2(h)} \int_0^\infty 1 - \frac{U_{\theta nbl}^2}{U_{\theta nbl}^2} \, dy + O(\delta^2). \tag{3.22}
\]

3.5.2. Pressure

Similarly, from (3.8), (3.13) and (C 2) the pressure at the wall is found to be

\[
\frac{P(0)}{V^h_\infty} = \frac{P^h_\infty}{V^h_\infty} - \frac{i}{h A_{nbl}(h)} \int_0^\infty \hat{\rho}_0(U_{\theta}^2) \, dy + \frac{\delta D_h}{V^h_\infty} + O(\delta^2). \tag{3.23}
\]

\( D_h \) is calculated by inserting the definition of \( P_0(y) \) and \( V_1(y) \) into (C 4) and using the simplifications from § 3.4. After some algebra \( \delta P^h = \delta P_\infty/V^h_\infty \) can be calculated, and it is given by (C 5) in appendix C.

3.6. The modified Myers boundary condition at the inner wall

Having calculated \( P(0) \) and \( V(0) \) at the inner wall, the effective impedance can be evaluated. Let \( Z_h = -P(h)/V(h) \) be the true impedance at the duct wall, and \( Z_{eff}^h = -P^h_\infty/V^h_\infty \) be the effective impedance needed by the flow without a boundary layer. The bounded integrals are written in terms of \( r \) instead of \( y \). The true impedance reads

\[
Z_h = -\frac{P(h)}{V(h)} = -\frac{P^h_\infty}{V^h_\infty} \frac{Z^h_{eff}}{V^h_\infty} - \frac{i}{h A_{nbl}(h)} \int_0^r \hat{\rho}_0(U_{\theta}^2) \, dr - Z_{eff}^h \delta I_1^h - Z_{eff}^h \delta I_2^h + O(\delta^2), \tag{3.24}
\]
where

\[
\delta J_1^h = \frac{i \omega \left( k^2 + \frac{m^2}{h^2} \right)}{\rho_{nbl}(h) \Lambda_{nbl}^2(h)} \int_h^{r_m} 1 - \frac{\Lambda_{nbl}(h)}{\Lambda_h} \, dr,
\]

\[
\delta J_2^h = \frac{\omega \left( k^2 + \frac{m^2}{h^2} \right)}{h \Lambda_{nbl}^3(h)} \int_h^{r_m} 1 - \frac{\Lambda_{nbl}(h)}{\Lambda_h} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr
- \frac{2 m \omega U_{\theta}^{nbl}}{h^2 \Lambda_{nbl}^2(h)} \int_h^{r_m} 1 - \frac{U_{\theta} \Lambda_{nbl}(h)}{U_{\theta}^{nbl} \Lambda_h} \, dr,
\]

\[
\delta I_1^h = \frac{2 m U_{\theta}^{nbl}}{h^2 \Lambda_{nbl}(h)} \int_h^{r_m} 1 - \frac{U_{\theta} \Lambda_{nbl}(h)}{U_{\theta}^{nbl} \Lambda_h} \, dr - \left( \frac{k^2 + \frac{m^2}{h^2}}{h \Lambda_{nbl}^2(h)} \right) (U_{\theta}^{nbl})^2 \int_h^{r_m} 1 - \frac{U_{\theta}^2 \Lambda_{nbl}^2(h)}{(U_{\theta}^{nbl})^2 \Lambda_h^2} \, dr,
\]

and

\[
\delta I_2^h = \frac{i \rho_{nbl}(h)(U_{\theta}^{nbl})^4}{h^2 c_{nbl}^2(h) \Lambda_{nbl}(h)} \int_h^{r_m} \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr
+ \frac{4 i \rho_{nbl}(h)(U_{\theta}^{nbl})^2}{h^2 \Lambda_{nbl}^2(h)} \int_h^{r_m} 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \, dr - i \rho_{nbl}(h) \Lambda_{nbl}(h) \int_h^{r_m} 1 - \frac{\Lambda_{nbl}(h)}{\Lambda_h} \, dr
- \frac{4 i m \rho_{nbl}(h)(U_{\theta}^{nbl})^3}{h^3 \Lambda_{nbl}^2(h)} \int_h^{r_m} U_{\theta} \Lambda_{nbl}(h) \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr
- \frac{i \left( k^2 + \frac{m^2}{h^2} \right) \rho_{nbl}(h)(U_{\theta}^{nbl})^4}{h^2 \Lambda_{nbl}^3(h)} \int_h^{r_m} \frac{U_{\theta}^2 \Lambda_{nbl}(h)}{(U_{\theta}^{nbl})^2 \Lambda_h^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr
- \frac{2 i m \rho_{nbl}(h)(U_{\theta}^{nbl})^3}{h^3 \Lambda_{nbl}^2(h)} \int_h^{r_m} 1 - \frac{U_{\theta} \Lambda_{nbl}(h)}{U_{\theta}^{nbl} \Lambda_h} \, dr.
\]

Hence, to first order the effective impedance is finally

\[
Z_{\text{eff}}^h = - \frac{\omega \left( Z_h + \frac{i}{h \omega} \int_h^{r_m} \tilde{\rho}_{\theta}(U_{\theta}^2) \, dr \right) + \Lambda_{nbl}(h) \delta J_1^h + Z_h \Lambda_{nbl}(h) \delta J_2^h}{\Lambda_{nbl}(h)(1 - \delta I_1^h - Z_h \delta J_1^h)}.
\]

The boundary condition at the outer wall is provided in appendix D.

4. Useful limits of the modified Myers boundary condition

It is worth computing the boundary condition in some useful limits. Firstly, it is clear that in the limit of an infinitely thin boundary layer with \( \delta = 0 \), the boundary condition from Masson et al. (2017) is recovered, i.e. in the limit of \( \delta \rightarrow 0 \), (3.26) tends to (2.19) provided that the slight assumption of constant density in the boundary layer is assumed.
4.1. Limit in hard walls

Next, the specific case of a hard wall duct is considered, namely \( Z = \infty \). By taking the limit as \( Z \to \infty \) in (3.26) and (D 1), the effective impedance is

\[
Z_{\text{eff}}^h = \frac{\omega + \Lambda_{nbl}(h)\delta J_2^h}{\Lambda_{nbl}(h)\delta J_1^h} \quad \text{and} \quad Z_{\text{eff}}^i = \frac{\omega - \Lambda_{nbl}(1)\delta J_2^i}{\Lambda_{nbl}(1)\delta J_1^i}.
\]

(4.1a,b)

Thus, the effective impedance is a large purely imaginary value but non-infinite (since \( \delta J_2 \) is real and \( \delta J_1 \) is purely imaginary and non-zero). This is exactly the same situation as when the swirl was zero in Brambley (2011).

4.2. Limit in no swirl

Finally, it is worth checking that in the limit of no swirl the effective impedance from Brambley (2011) and Khamis & Brambley (2016) is retrieved. They were derived at the outer wall. In that case, \( \rho_{nbl}(1) = 1 \), \( \delta J_2^d = \delta J_1^d = 0 \),

\[
\delta J_1^i = \frac{i\omega(k^2 + m^2)}{\Lambda_{nbl}(1)^2} \int_{r_m}^1 1 - \frac{\Lambda_{nbl}(1)}{\Lambda_1} \, dr \quad \text{and} \quad \delta J_2^d = i\Lambda_{nbl}(1) \int_{r_m}^1 1 - \frac{\Lambda_1^2}{\Lambda_{nbl}(1)} \, dr.
\]

The effective impedance is then given by

\[
Z_{\text{eff}}^i = \frac{-i\omega Z_1 - \Lambda_{nbl}(1)\delta J_2^d}{\Lambda_{nbl}(1)(1 - Z_1\delta J_1^d)}.
\]

(4.2a,b)

which agrees exactly with the result in Brambley (2011) once the opposite Fourier transform sign convention \((\omega \to -\omega, k \to -k, m \to -m)\) is used.

5. Extending the validity of the new boundary condition

Next, the usefulness of the boundary condition is extended to arbitrary, radially varying profiles. The boundary condition also easily extends in the case of grazing flow with non-zero slip flow at the boundary \((U_x(h), U_\theta(h) \neq 0)\), which Aurégan, Starobinski & Pagneux (2001) showed was needed to model surface roughness. Essentially, \( \omega \) is replaced by \(-\Lambda(h)\) in (3.26) and the associated delta integrals.

For conciseness, only the flow at the inner wall will be considered, with a very similar result holding at the outer wall which is given in appendix E. The change of variables \( r = h + \delta y \) will again be used. The only problem with the analysis in § 3 is that now the limits \( U_x(y) \) and \( U_\theta(y) \) are not defined as \( y \to \infty \) (i.e. outside of the boundary layer), due to the radial variation in the flow. To overcome this, we introduce

\[
\widehat{U}_x(y) = \frac{U_x^{nbl}(h)}{U_x^{nbl}(y)} \quad \text{and} \quad \widehat{U}_\theta(y) = \frac{U_\theta^{nbl}(h)}{U_\theta^{nbl}(y)},
\]

(5.1a,b)

so that \( \widehat{U}_x(y) \) and \( \widehat{U}_\theta(y) \) have limits as \( y \to \infty \). Similarly, \( \widehat{U}_x(r) \) and \( \widehat{U}_\theta(r) \) can be defined.

The results

\[
\frac{U_\theta^{nbl}(h)}{U_\theta^{nbl}(y)} = 1 - \delta y \frac{U_\theta^{nbl}(h)'}{U_\theta^{nbl}(h)} + O(\delta^2) \quad \text{and} \quad U_\theta(y) = U_\theta(h) + \delta y U_\theta'(h) + O(\delta^2) = O(\delta),
\]

(5.2a,b)
follow from Taylor expanding (in $\delta$) $U_{\theta}^{nbl}$ and $U_{\phi}$, with the latter equation following since $U_{\phi}(h) = 0$. Thus,

$$\hat{U}_{\theta}(y) = U_{\theta}(y) + O(\delta^2),$$

(5.3)

and similarly

$$\hat{U}_x(y) = U_x(y) + O(\delta^2).$$

(5.4)

Hence, we can effectively ignore the radial variations of the mean flow velocities in the boundary layer to first order. To first order, $U_{\theta}(y)$, $U_x(y)$ and $\Lambda_{h}(y)$ can then be replaced by $\hat{U}_{\theta}(y)$, $\hat{U}_x(y)$ and $\hat{\Lambda}_{h}(y) = k\hat{U}_x(y) + m\hat{U}_{\theta}(y)/h - \omega$ respectively. These have limits of $U_{\theta}^{nbl}(h)$, $U_x^{nbl}(h)$ and $\Lambda_{nbl}(h) = kU_x^{nbl}(h) + mU_{\theta}^{nbl}(h)/h - \omega$ respectively as $y \to \infty$. Using the same method as in § 3 then gives the effective impedance at the inner wall as

$$Z_{eff}^h = -\frac{\omega \left(Z_h + \frac{i}{h\omega} \int_{h}^{m} \rho_0(\hat{U}_{\theta}^2), dr \right) + \Lambda_{nbl}(h)\delta I_2^h + Z_h\Lambda_{nbl}(h)\delta J_2^h}{\Lambda_{nbl}(h)(1 - \delta I_1^h - Z_h\delta J_1^h)},$$

(5.5)

where the integrands of $\delta I$ and $\delta J$ in (3.25) instead involve terms of the form

$$\frac{\hat{U}_{\theta}(r)}{U_{\theta}^{nbl}(h)} \quad \text{and} \quad \frac{\hat{\Lambda}_{h}(r)}{\Lambda_{nbl}(h)}.$$  

(5.6a,b)

Finally, the relations

$$\frac{\hat{U}_{\theta}(r)}{U_{\theta}^{nbl}(h)} = \frac{U_{\theta}(r)}{U_{\theta}^{nbl}(r)} \quad \text{and} \quad \frac{\hat{\Lambda}_{h}(r)}{\Lambda_{nbl}(h)} = \frac{kU_x(r) + mU_{\theta}(r)/h - \omega}{kU_x^{nbl}(r) + mU_{\theta}^{nbl}(r)/h - \omega} + O(\delta),$$

(5.7a,b)

are used to give the final boundary condition in appendix E.

6. Assessment of the modified Myers boundary condition in swirling flow

The new boundary condition is first assessed by checking its error behaviour with boundary layer thickness, which should be quadratic. The exact value of the impedance $Z_{eff}^h = -P_{nbl}(h)/V_{nbl}(h)$ at the inner wall is compared with the calculated value from the modified Myers boundary condition in (3.26) for constant axial and swirling flow. The analysis is then repeated at the outer wall, but for radially varying axial and swirling flow. In both cases, several values of $k$ are chosen, and the boundary layer thickness is varied to produce similar figures to Khamis & Brambley (2016, figure 1). Instead, the boundary layer thickness could be fixed and the whole $k$ plane considered, as in Khamis & Brambley (2016, figure 2).

6.1. Boundary layer profile

A duct where the inner wall is given by $h = 0.5$ is considered. An exponential boundary layer profile of normalised shape

$$L_{\alpha}^{exp}(r) = 1 - e^{-\alpha(r-h)} - e^{-\alpha(1-r)},$$

(6.1)

with different values of $\alpha$ is selected. In figure 2, the boundary layer profile for $\alpha = 100$, $\alpha = 333$ and $\alpha = 1000$ are plotted. The flow with and without the boundary layer
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Figure 2. (Colour online) Boundary layer profiles \( L^\exp_\alpha(r) \) in (6.1) for different values of \( \alpha \).

are related by \( U_x(r) = U^{nbl}_x L^\exp_\alpha(r) \) and \( U_\theta(r) = U^{nbl}_\theta L^\exp_\alpha(r) \). Given a boundary layer profile, the displacement thickness at each duct wall is given by

\[
\varepsilon^h = 2 \int_h^{r_m} 1 - \frac{U_x(r)}{U^{nbl}_x(r)} \, dr \quad \text{and} \quad \varepsilon^1 = 2 \int_1^{r_m} 1 - \frac{U_x(r)}{U^{nbl}_x(r)} \, dr, \tag{6.2a,b}
\]

which is proportional to the boundary layer thickness.

In § 7.2, other boundary layer profiles are considered, such as a polynomial boundary layer to model a laminar boundary layer rather than a turbulent boundary layer.

6.2. Assessment at the inner wall for swirl with constant azimuthal velocity

The modified Myers boundary condition is now assessed at the inner wall. Different values of \( k \) are considered (\( k = \pm 1 \) and \( k = \pm (1 + i) \)), with the other parameters chosen as \( \omega = 5, h = 0.5, m = 1, U^{nbl}_x = 0.5 \) and \( U^{nbl}_\theta = 0.5 \) for a canonical example. An exponential boundary layer profile is specified, but only near \( r = h \). A boundary condition is imposed at the outer wall of \( P(1)/V(1) = P_{nbl}(1)/V_{nbl}(1) = Z = 1 - i \), with the choice of \( Z \) arbitrary. From using this boundary condition and the governing equations (2.14) and (2.15) for swirling flow without a boundary layer (and arbitrarily specifying \( V(1) \) to be a constant \( c \) the exact value of \( Z_{eff}^h = -P_{nbl}(h)/V_{nbl}(h) \) can be computed, since the constant drops out. The swirling flow with a boundary layer is then considered to compute \( P(h)/V(h) \), and then let

\[
Z_{eff}^{h,*} = \frac{-\omega \left( -\frac{P(h)}{V(h)} + \frac{i}{h \omega} \int_h^{r_m} \tilde{\rho}_0(U_\theta^2), \, dr \right) + \Lambda_{nbl}(h) \delta I^h_2 - \frac{P(h)}{V(h)} \Lambda_{nbl}(h) \delta J^h_2}{\Lambda_{nbl}(h) \left( 1 - \delta I^h_1 + \frac{P(h)}{V(h)} \delta J^h_1 \right)}, \tag{6.3}
\]

where \( \delta I^h_1 \) and \( \delta J^h_1 \) are given in (3.25). The relative error \( |Z_{eff}^{h,*}/Z_{eff}^h - 1| \) is plotted against displacement thickness \( \varepsilon^h \) with crosses in figure 3.

The corrected Myers boundary condition is also considered, with

\[
Z_{eff}^{h,*} = \frac{\omega \left( \frac{P(h)}{V(h)} - \frac{i}{\omega} \int_h^{r_m} \tilde{\rho}_0(U_\theta^2), \, dr \right)}{\Lambda_{nbl}(h)}, \tag{6.4}
\]
and the relative error $|Z_{\text{eff}}^{h,\ast}/Z_{\text{eff}}^{h} - 1|$ is plotted against displacement thickness in figure 3 with pluses. From the figure, it is seen that the relative error for the corrected Myers boundary condition is linear as expected (with gradient 1, dashed yellow line). The relative error for the modified Myers boundary condition is seen to be quadratic (with gradient 2, dot-dashed cyan line) as expected.

6.3. Assessment at the outer wall with radially varying swirl

The boundary condition is now assessed at the outer wall, but with a radially varying swirling flow $U_{\text{nbl}}^{\theta}(r) = 0.6 - 0.2r$ and $U_{\text{nbl}}^{\phi}(r) = 0.3r + 0.2/r$, which is a representative test case. Different values of $k$ are considered ($k = 3$, $k = -5$, $k = 3 + 2i$ and $k = -1 - i$), with the other parameters $\omega = 10$, $h = 0.5$ and $m = 3$. An exponential boundary layer profile is specified, but only near $r = 1$. The boundary condition at the inner wall is set as $-P(h)/V(h) = -P_{\text{nbl}}(h)/V_{\text{nbl}}(h) = Z = 1 - i$, with $Z$ again arbitrary. From using this boundary condition and the governing equations $P_{\text{nbl}}(1)$ and $V_{\text{nbl}}(1)$ can be calculated by considering a swirling flow with no boundary layer, which allows the exact calculation of $Z_{\text{eff}}^{1}$. By considering the same governing equation but with the swirling flow having the exponential boundary layer, $P(1)$ and $V(1)$ can be calculated. This allows the computation of

$$Z_{\text{eff}}^{1,\ast} = \frac{-\omega \left( \frac{P(1)}{V(1)} + \frac{i}{\omega} \int_{r_{a}}^{1} \hat{\rho}_{\theta}(\hat{U}_{\theta}^{2}) \, dr \right) - \Lambda_{\text{nbl}}(1)\delta I_{2}^{\theta} + \frac{P(1)}{V(1)} \Lambda_{\text{nbl}}(1)\delta J_{2}^{\theta}}{\Lambda_{\text{nbl}}(1) \left( 1 + \delta I_{1}^{\theta} - \frac{P(1)}{V(1)} \delta J_{1}^{\theta} \right)}, \quad (6.5)$$

where $\delta I_{1}^{\theta}$ and $\delta J_{1}^{\theta}$ can be found in appendix E. The relative error $|Z_{\text{eff}}^{1,\ast}/Z_{\text{eff}}^{1} - 1|$ is plotted against displacement thickness $\epsilon^{1}$ with crosses in figure 4.
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Figure 4. (Colour online) Outer wall, varying flow. Plot of the relative error of the modified Myers condition $|Z^{*}_{\text{eff}}/Z^{1}_{\text{eff}} - 1|$ (crosses) and corrected Myers condition $|Z^{1,\dagger}_{\text{eff}}/Z^{1}_{\text{eff}} - 1|$ (pluses) against displacement thickness $\varepsilon$. Different values of $k$ are considered, with the other parameters $\omega = 10$, $h = 0.5$, $m = 3$, $U^{nbl}(r) = 0.6 - 0.2r$ and $U^{nbl}_{0}(r) = 0.3r + 0.2/r$. Yellow dashed lines: gradient 1 (zero-order solution); cyan dot-dashed lines: gradient 2 (first-order solution).

The corrected Myers boundary condition

$$Z^{1,\dagger}_{\text{eff}} = -\frac{\omega \left( \frac{P(1)}{V(1)} + \frac{i}{\omega} \int_{r_{w}}^{1} \hat{\rho}_{0}(\hat{U}_{0}^{2}) \, dr \right)}{\Lambda_{nbl}(1)},$$

(6.6)

is also considered, and the relative error $|Z^{1,\dagger}_{\text{eff}}/Z^{1}_{\text{eff}} - 1|$ is plotted against displacement thickness in figure 4 with pluses. From figure 4 it is clear that the relative error for the corrected Myers boundary condition is linear as expected, while the relative error for the modified Myers boundary condition is quadratic as expected.

There are a couple of interesting features from when the flow varies radially in figure 4 compared to figure 3. Firstly, in figure 3 the relative error is squared when changing the boundary condition from the corrected Myers to the modified Myers. In figure 4 there is a more complex relation between the relatives errors. For example when $\varepsilon^{1} = 4 \times 10^{-4}$, when $k = 3$ (green) the relative error for the corrected Myers boundary condition is $2 \times 10^{-3}$, and for the modified Myers boundary condition it is $3 \times 10^{-7}$, so the error has more than squared. However, when $k = -1 - 1i$ (pink) the relative error for the corrected Myers boundary condition is $1.5 \times 10^{-4}$ and for the modified Myers it is $1.1 \times 10^{-6}$, so the error has not improved by so much. The different error behaviour for radially varying flow is believed to be caused by the approximations from § 5 to derive the boundary condition in the case of radially varying flow. It is possible that other derivations of this boundary condition might give different error behaviour.

Secondly, for a large boundary layer thickness and varying flow it is possible that the modified Myers boundary condition actually does worse than the corrected Myers boundary condition, as seen when $k = -1 - 1i$ (pink) for $\varepsilon^{1} \geq 0.05$. This is likely
because the approximations in § 3.4 are not valid for large boundary layer thicknesses, and introduce a significant error.

7. Shape of the boundary layer

In this section, the modified Myers boundary condition is first considered for a piecewise linear boundary layer, especially for a hard-walled duct. Then, the effect of different boundary layer profiles are considered but with the same boundary layer displacement thickness, to investigate how important the shape of the profile is.

To investigate the effects of the sound attenuation the acoustic eigenvalues are calculated by rearranging equations (2.13) to give an eigenvalue problem of the form

\[ \mathbf{A}(iU, V, iW, P)^T = k\mathbf{B}(iU, V, iW, P)^T, \]

where the matrices \( \mathbf{A} \) and \( \mathbf{B} \) are the standard matrices defined in Posson & Peake (2013), Mathews & Peake (2017) amongst others, and are given in appendix F. The boundary condition at each duct wall also depends on \( k \).

7.1. Piecewise linear boundary layer

For a piecewise linear boundary layer, the integrals \( \delta I \) and \( \delta J \) can be calculated analytically. A piecewise linear boundary layer is chosen since it has the simplest possible form, although the integrals can also be evaluated analytically in other cases such as for an exponential boundary layer.

Let the boundary layer thickness be \( \delta \), then the piecewise linear boundary layer profile is

\[
U_{x,\theta}(r) = \begin{cases} 
U_{x,\theta}^{\text{nbl}} (r - h)/\delta & h < r < h + \delta \\
U_{x,\theta}^{\text{nbl}} & h + \delta < r < 1 - \delta \\
U_{x,\theta}^{\text{nbl}} (1 - r)/\delta & 1 - \delta < r \leq 1 \end{cases} \]

7.1.1. Non-swirling flow

In Khamis & Brambley (2016, equation (6.2) to \( O(\delta) \)), it was shown that for non-swirling flow with a piecewise linear boundary layer, the boundary condition to first order is given by

\[
P[\omega^2 - kU_x(2\omega + i\delta^1 Z_1 m^2) + k^2 U_x^2 - k^3 (i\delta^1 U_x Z_1)] - V \left[ \omega^2 Z_1 - k\omega U_x (Z_1 + i\delta^1 \omega) + k^2 \frac{5i\delta^1 \omega U_x^2}{3} - k^3 \frac{2i\delta^1 U_x^2}{3} \right] = 0 \quad \text{at } r = 1, \quad (7.3)
\]

\[
P[\omega^2 - kU_x(2\omega + i\delta^h Z_h (m^2/h^2)) + k^2 U_x^2 - k^3 (i\delta^h U_x Z_h)] + V \left[ \omega^2 Z_h - k\omega U_x (Z_h + i\delta^h \omega) + k^2 \frac{5i\delta^h \omega U_x^2}{3} - k^3 \frac{2i\delta^h U_x^2}{3} \right] = 0 \quad \text{at } r = h, \quad (7.4)
\]

namely only involving polynomials in \( k \). The same result holds by calculating the integrals analytically in (3.26) and setting the swirl to be zero. As a result, to solve the eigenvalue problem the variables \( \tilde{P} = k\tilde{P}, \tilde{P} = k\tilde{P}, \tilde{V} = k\tilde{V}, \tilde{V} = k\tilde{V} \) and \( \tilde{V} = k\tilde{V} \) are defined which allows us removing the eigenvalue from the boundary condition and instead solve the system

\[ \mathbf{A}^* (U, V, W, P, \tilde{P}, \tilde{P}, \tilde{V}, \tilde{V})^T = k \quad \mathbf{B}^* (U, V, W, P, \tilde{P}, \tilde{P}, \tilde{V}, \tilde{V})^T. \quad (7.5a,b) \]

To get the hard wall boundary conditions the impedances are set to infinity, while to recover the standard Myers boundary condition in no swirl the boundary layer thickness \( \delta \) is set to zero.
7.1.2. Swirling flow with hard walls

For conciseness, only the boundary condition at the inner wall is considered. The modified Myers boundary condition is given by (4.1). For a piecewise linear boundary layer profile

\[ \delta J_1^h = \delta \frac{i}{\rho_{nbl}(h)} \Delta_{nbl}^2 \left(kU_{nbl} + \frac{mU_{\theta nbl}}{h}\right), \quad (7.6) \]

and

\[ \delta J_2^h = \delta \frac{2m^2U_{\theta nbl}^2}{h^2 \Delta_{nbl}^2} \frac{1}{(kU_{nbl} + mU_{\theta nbl}/h)^2} \left[ \Lambda_{nbl}(h) \log \left( -\frac{\Lambda_{nbl}(h)}{\omega} \right) - kU_{nbl} - \frac{mU_{\theta nbl}}{h} \right] \]

\[ + \delta \frac{\omega \left(k^2 + \frac{m^2}{h^2}\right)(U_{\theta nbl})^2}{h \Delta_{nbl}^3} \Lambda_{nbl}(h) \]

\[ \times \left( 1 + \frac{\Lambda_{nbl}^2 - \omega^2 + 2\omega \Lambda_{nbl}(h) \log \left( -\frac{\Lambda_{nbl}(h)}{\omega} \right)}{(kU_{nbl} + mU_{\theta nbl}/h)^3} \right), \quad (7.7) \]

so \( \delta J_1^h \) is a polynomial in \( k \), but \( \delta J_2^h \) is not, due to the \( \log(-\Lambda_{nbl}(h)/\omega) \) terms. Log terms prevent the use of spectral methods to solve the problem.

However, provided the boundary layer thickness is small compared to the frequency, then \( |\delta J_2^h| \ll \omega \), and hence the boundary condition becomes approximately

\[ Z_{eff}^h \approx \frac{\omega}{\Lambda_{nbl}(h)\delta J_1^h} = \frac{\omega h^3 \rho_{nbl}(h) \Lambda_{nbl}(h)}{\delta i(k^2h^2 + m^2)(khU_{nbl} + mU_{\theta nbl})}, \quad (7.8) \]

which is a polynomial in \( k \). This is referred to as the one term modified Myers boundary condition for hard walls in swirling flow. A third-order polynomial can then be used for the boundary condition, similar to (7.4). In the case of non-swirling flow, (7.8) becomes exact with \( U_{\theta nbl} = 0 \), and the boundary condition in (7.4) is recovered for \( Z_{th} = \infty \).

In table 1, the eigenmodes from a fully resolved boundary layer (second column), the modified Myers boundary condition (third column), one term modified Myers boundary condition (fourth column) and the Myers (fifth column) are compared for \( m = 5 \) and \( \omega = 10 \). The eigenmodes are calculated at three different displacement thicknesses. Note that for hard walls the corrected Myers and the Myers boundary condition are equivalent.

The method used for calculating the eigenmodes for the nonlinear modified Myers boundary condition is given in the next section. For the fully resolved boundary layer, there are some difficulties in calculating the eigenmodes due to the discontinuities in the derivatives which appear in the operator in (F 1). This is dealt with by slightly smoothing the piecewise linear profile, but at the expense of accuracy (of the order of \( \approx 10^{-4} \)) in the eigenmodes in the second column in table 1. This again highlights the interest for using the modified Myers boundary condition. We have also included in the table the number of grid points, \( \lambda \), needed for the discretisation to get the desired accuracy from our Chebyshev method for solving the eigenmodes. Because we implemented the Chebyshev method using Chebfun (Driiscoll, Hale & Trefethen 2014), these discretisation are in powers of 2, since the number of points is doubled.
The results are very clear; almost no accuracy is lost (at most the eigenmode differs by $10^{-3}$) by using the one term modified Myers compared to the modified Myers boundary condition, and both are very accurate compared to the fully resolved eigenmode. Meanwhile, using the Myers boundary condition (fifth column) gives significant errors compared to the fully resolved eigenmode. Because of the impressive accuracy of the one term modified Myers and the linear nature of the boundary condition, it will always be preferable to use it over the full modified Myers boundary condition for hard walls. The one term modified Myers boundary condition will be valid provided $\delta \ll \omega$, which is the situation in most realistic cases.

In table 2 the eigenmodes from a counter-rotating mode ($m = -6$) are considered, with all other parameters the same. For conciseness only the results from a boundary layer of $\varepsilon = 1/200$ are shown. Although there are now more cut-on modes, the results are very similar. The modified Myers and one term modified Myers boundary
conditions perform very similarly, and much better than the Myers boundary condition and compare favourably to the full numerical eigenmodes.

7.1.3. Swirling flow with acoustically lined walls

When the walls of the duct are acoustically lined, both $\delta I_1^h$ and $\delta I_2^h$ have logarithmic terms of the form $\log(-\Lambda_{nl}(h)/\omega)$ involving $k$, while the $\delta J_2^h$ term can no longer be ignored like for a piecewise linear boundary layer. The integrals $\delta I_1^h$ and $\delta I_2^h$ have a significantly more complicated analytical expression than (7.7) so for conciseness the details have been omitted. These details can be found in the online supplementary material available at https://doi.org/10.1017/jfm.2018.326. Thus, a polynomial in $k$ for $Z_{\text{eff}}^h$ is unable to be found and hence the eigenvalue problem needs to be solved in a different way, for example by using an iterative scheme.

In the iterative scheme an initial guess for the acoustic eigenmode is taken by solving the problem (7.1) with the corrected Myers boundary condition, which can be solved using standard eigenvalue methods such as Chebyshev methods in both Posson & Peake (2013) and Mathews & Peake (2017). From the initial guess for a single eigenmode $k_0$, $Z^h = Z_{\text{eff}}^h(k_0)$ and $Z^I = Z_{\text{eff}}^I(k_0)$ are calculated, and then used to solve the problem (7.1) with the boundary conditions $P(h) + Z^h V(h) = 0$, $P(1) - Z^I V(1) = 0$. The closest eigenmode to $k_0$ is then found and labelled $k_1$. This procedure is then iterated and stops when $|k_{n+1} - k_n| < \varepsilon_{\text{tol}}$, for some predefined tolerance $\varepsilon_{\text{tol}}$. In §§ 7.2 and 8 this method will be used to calculate the eigenmodes for a number of different parameters.

Sometimes, two (or more) different eigenmodes with the corrected Myers boundary condition could lead to the algorithm finding the same eigenmode with the modified Myers boundary condition. Since we expect there to be a one to one correspondence between the number of acoustic eigenmodes for the different boundary conditions, then we should try a new start point to find the missing modified Myers eigenmodes. Provided that we find all the acoustic eigenmodes we are interested in with the corrected Myers boundary condition then we expect to find all the acoustic eigenmodes with the modified Myers boundary condition.

7.1.4. Summary of when logarithmic terms appear in the boundary condition

For the case of a piecewise linear boundary layer and no swirling flow, then no logarithmic terms appear regardless of the lining of the duct, as shown in Brambley (2011). In the case of a piecewise linear boundary layer and swirling flow with hard walls, then it was shown in § 7.1.2 that the logarithmic terms can be ignored provided $\delta \ll \omega$, otherwise they need to be included. For these cases, a standard eigenmode solver can be used to calculate the eigenmodes.

In the case of a piecewise linear boundary layer and swirling flow in a lined duct, these logarithmic terms cannot be ignored. For other types of boundary layer such as an exponential boundary layer, these logarithmic terms appear with or without swirl, with or without lining. Thus, it is really only a couple of special cases where these terms can be ignored, and otherwise the eigenmode problem becomes nonlinear and more difficult to solve.

These logarithmic terms were also found by Khamis & Brambley (2016) for the second-order modified Myers boundary condition with no swirl, with or without lining.
The eigenmodes are now calculated, using the modified Myers boundary condition. It has been suggested by Nayfeh, Kaiser & Shaker (1974), Gabard (2013) that different boundary layer profiles, but with the same displacement thickness should have a very similar effect on the acoustic attenuation. As well as a piecewise linear boundary layer profile (with $\delta = \varepsilon$ in (7.2)) and an exponential boundary layer (with $\alpha = 2/\varepsilon$ in (6.1)), a tanh boundary layer profile and a laminar boundary layer profile are considered. These are respectively given by

$$L_{\alpha}^{\text{tanh}}(r) = \tanh(\alpha(r - h)) + \tanh(\alpha(1 - r)) - 1, \quad \alpha = 1.384/\varepsilon \quad (7.9)$$

and

$$L_{\alpha}^{\text{lamin}}(r) = \begin{cases} 
2 \left( \frac{r - h}{\alpha} \right) - \left( \frac{r - h}{\alpha} \right)^2 & h \leq r < h + \alpha \\
1 & h + \alpha \leq r < 1 - \alpha, \quad \alpha = \frac{3\varepsilon}{2} \quad (7.10)
\end{cases}$$

A test case for the swirling flow of $U_{\omega}^{\text{nbl}}(r) = 0.6 - 0.2r$, $U_{\theta}^{\text{nbl}}(r) = 0.3r + 0.2/r$, $\omega = 10$, $m = 3$ and $Z = Z_1 = 2.55 + 1.5i$ is considered.

Table 3, the furthest downstream (largest positive real part) eigenmode is given, and in table 4 the furthest upstream eigenmode (largest negative real part) is given for each of the four different boundary layer profiles at four displacement thicknesses $\varepsilon = 1/50$, $\varepsilon = 1/100$, $\varepsilon = 1/200$ and $\varepsilon = 1/400$. The eigenmode is also given for the infinitely thin boundary layer, using the corrected Myers boundary condition.

Overall, from both tables it is clear that the boundary layer profile has a much smaller effect than the boundary layer thickness. In table 3, the maximum distance between the average eigenmode and the eigenmodes from any boundary layer profile is given by $\Delta k = 0.0074$ when $\varepsilon = 1/50$, while the distance from the average eigenmode $\bar{k}$ to the eigenmode from the infinitely thin boundary layer is $\Delta k = 0.1004$.  

<table>
<thead>
<tr>
<th>Boundary profile</th>
<th>Displacement thickness $\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1/50</td>
</tr>
<tr>
<td>Exp</td>
<td>5.0750 + 0.5085i</td>
</tr>
<tr>
<td>Linear</td>
<td>5.0608 + 0.5056i</td>
</tr>
<tr>
<td>Laminar</td>
<td>5.0661 + 0.5067i</td>
</tr>
<tr>
<td>tanh</td>
<td>5.0704 + 0.5076i</td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>0.0074</td>
</tr>
</tbody>
</table>

7.2. Effect of different boundary layer profiles

The eigenmodes are now calculated, using the modified Myers boundary condition for different boundary layer profiles, but with the same displacement thickness $\varepsilon$. It has been suggested by Nayfeh, Kaiser & Shaker (1974), Gabard (2013) that different boundary layer profiles with the same displacement thickness should have a very similar effect on the acoustic attenuation. As well as a piecewise linear boundary layer profile (with $\delta = \varepsilon$ in (7.2)) and an exponential boundary layer (with $\alpha = 2/\varepsilon$ in (6.1)), a tanh boundary layer profile and a laminar boundary layer profile are considered. These are respectively given by

$$L_{\alpha}^{\text{tanh}}(r) = \tanh(\alpha(r - h)) + \tanh(\alpha(1 - r)) - 1, \quad \alpha = 1.384/\varepsilon \quad (7.9)$$

and

$$L_{\alpha}^{\text{lamin}}(r) = \begin{cases} 
2 \left( \frac{r - h}{\alpha} \right) - \left( \frac{r - h}{\alpha} \right)^2 & h \leq r < h + \alpha \\
1 & h + \alpha \leq r < 1 - \alpha, \quad \alpha = \frac{3\varepsilon}{2} \quad (7.10)
\end{cases}$$

A test case for the swirling flow of $U_{\omega}^{\text{nbl}}(r) = 0.6 - 0.2r$, $U_{\theta}^{\text{nbl}}(r) = 0.3r + 0.2/r$, $\omega = 10$, $m = 3$ and $Z = Z_1 = 2.55 + 1.5i$ is considered.

In table 3, the furthest downstream (largest positive real part) eigenmode is given, and in table 4 the furthest upstream eigenmode (largest negative real part) is given for each of the four different boundary layer profiles at four displacement thicknesses $\varepsilon = 1/50$, $\varepsilon = 1/100$, $\varepsilon = 1/200$ and $\varepsilon = 1/400$. The eigenmode is also given for the infinitely thin boundary layer, using the corrected Myers boundary condition.

Overall, from both tables it is clear that the boundary layer profile has a much smaller effect than the boundary layer thickness. In table 3, the maximum distance between the average eigenmode and the eigenmodes from any boundary layer profile is given by $\Delta k = 0.0074$ when $\varepsilon = 1/50$, while the distance from the average eigenmode $\bar{k}$ to the eigenmode from the infinitely thin boundary layer is $\Delta k = 0.1004$. 

<table>
<thead>
<tr>
<th>Boundary profile</th>
<th>Displacement thickness $\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1/50</td>
</tr>
<tr>
<td>Exp</td>
<td>5.0750 + 0.5085i</td>
</tr>
<tr>
<td>Linear</td>
<td>5.0608 + 0.5056i</td>
</tr>
<tr>
<td>Laminar</td>
<td>5.0661 + 0.5067i</td>
</tr>
<tr>
<td>tanh</td>
<td>5.0704 + 0.5076i</td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>0.0074</td>
</tr>
</tbody>
</table>
Thus the error from using different boundary layer profiles with the modified Myers boundary condition is around 7.5% of the displacement thickness error, from using the infinitely thin boundary layer and the corrected Myers boundary condition. For the other displacement thicknesses this ratio is found to be very similar, and is between 6.5% and 7.5%. The biggest discrepancy between two boundary layer profiles is seen between the exponential and the piecewise linear boundary layer, with the laminar and tanh boundary layers somewhere in the middle of them. Considering the exact eigenmode by fully resolving the boundary layer instead of using the modified Myers boundary condition leads to very similar results, with the boundary layer profile error of 6–7% of the boundary layer displacement thickness error.

In table 4 the furthest upstream eigenmode is calculated using the modified Myers boundary condition, and the results are very similar to the downstream case. Again, the biggest discrepancy is seen to be between the exponential and piecewise linear boundary layer profiles, with the tanh and laminar boundary profiles somewhere in the middle. The variations caused by the shape of the boundary layer range of 4.3–4.6% of the variations caused by the boundary layer displacement thickness, so even smaller than the downstream eigenmode. Considering the fully resolved eigenmodes instead gives a ratio in the range of 5–6.5%.

In figure 5 the eigenmode spectrum is plotted from using the modified Myers boundary condition at displacement thicknesses $\varepsilon = 1/50$ and $\varepsilon = 1/100$. It is clear that for both values of $\varepsilon$, for the two ‘cut-on’ upstream and downstream modes and the first cutoff upstream and downstream modes the shape of boundary layer profile is unimportant, since to the scale on the graph the eigenmodes are the same. For the more cutoff modes, there are greater differences between the different boundary layer profiles for the eigenmodes, but these eigenmodes are so cutoff that they would have very little effect on the sound attenuation.

Thus, for most purposes any boundary layer profile can be chosen as long as it has the correct boundary layer displacement thickness. The conclusions from Nayfeh et al. (1974) and Gabard (2013) without swirling flow therefore remain unchanged. The boundary layer profile that is most convenient should be chosen, for example having a smooth boundary layer profile or being able to calculate the integrals analytically.

### Table 4

<table>
<thead>
<tr>
<th>Boundary profile</th>
<th>$1/50$</th>
<th>$1/100$</th>
<th>$1/200$</th>
<th>$1/400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp</td>
<td>$-12.9740 - 1.7658i$</td>
<td>$-12.9225 - 1.9489i$</td>
<td>$-12.8759 - 2.0328i$</td>
<td>$-12.8482 - 2.0707i$</td>
</tr>
<tr>
<td>Linear</td>
<td>$-12.9756 - 1.7324i$</td>
<td>$-12.9281 - 1.9321i$</td>
<td>$-12.8799 - 2.0250i$</td>
<td>$-12.8504 - 2.0670i$</td>
</tr>
<tr>
<td>Laminar</td>
<td>$-12.9750 - 1.7461i$</td>
<td>$-12.9258 - 1.9390i$</td>
<td>$-12.8783 - 2.0282i$</td>
<td>$-12.8495 - 2.0685i$</td>
</tr>
<tr>
<td>tanh</td>
<td>$-12.9748 - 1.7535i$</td>
<td>$-12.9247 - 1.9247i$</td>
<td>$-12.8774 - 2.0299i$</td>
<td>$-12.8490 - 2.0693i$</td>
</tr>
<tr>
<td>$\bar{k}$</td>
<td>$-12.9749 - 1.7494i$</td>
<td>$-12.9253 - 1.9407i$</td>
<td>$-12.8779 - 2.0290i$</td>
<td>$-12.8493 - 2.0689i$</td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>0.0171</td>
<td>0.0090</td>
<td>0.0045</td>
<td>0.0022</td>
</tr>
</tbody>
</table>

Thus, for most purposes any boundary layer profile can be chosen as long as it has the correct boundary layer displacement thickness. The conclusions from Nayfeh et al. (1974) and Gabard (2013) without swirling flow therefore remain unchanged. The boundary layer profile that is most convenient should be chosen, for example having a smooth boundary layer profile or being able to calculate the integrals analytically.

### 8. Eigenmodes and Green’s function of realistic SDT flow with a boundary layer

Finally, the effect of the modified Myers boundary condition is considered on realistic NASA source diagnostic test (SDT) flow. The mean flow has been extracted from a Reynolds-averaged Navier–Stokes (RANS) simulation performed on the
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Figure 5. (Colour online) Modified Myers eigenmode spectrum for the different boundary layer profiles (crosses/pluses, different colours), and the corrected Myers eigenmodes (blue circles), for displacement thicknesses (a) $\varepsilon = 1/50$ and (b) $\varepsilon = 1/100$.

Figure 6. (Colour online) Flow profiles from the SDT data.

NASA SDT test case (Hughes et al. (2002) and Woodward et al. (2002)) at approach condition so that the flow is representative of the interstage region between the rotor and stator. This has then been interpolated by a low order Laurent polynomial, with representative non-dimensional axial and swirling flow profiles plotted in figure 6, with (blue/solid) and without (red/dashed) a boundary layer. For convenience, the actual boundary layer of the RANS is replaced by an exponential boundary layer, with $\alpha = 200$ in (6.1), which gives a displacement thickness of $\varepsilon = 0.01$ for the boundary layer. The chosen representative non-dimensional parameters are $\omega = 15$, $h = 0.5$ and $Z_h = Z_l = 2.55 + 1.5i$. Two different azimuthal numbers are considered, $m = 1$ and $m = 15$.

The eigenmodes and Green’s function are compared for three different cases. The first will be the flow with the fully resolved boundary layer, so the boundary condition is simply $Z_l = P(1)/V(1)$ and $Z_h = -P(h)/V(h)$. The second will be with the corrected
Figure 7. (Colour online) Eigenmodes when \(m = 15, \, \omega = 15, \) SDT flow, \(h = 0.5\) and \(Z_j = 2.55 + 1.5i.\) Blue circles: fully resolved boundary layer; orange triangles: modified Myers; red crosses: corrected Myers.

Myers boundary condition, so an infinitely thin boundary layer. The third case will be with the modified Myers boundary condition in swirling flow.

8.1. Eigenmodes

Firstly, the eigenmodes for \(m = 15\) are computed for the three cases and plotted in figure 7. The eigenmodes from the first two cases are found using standard eigenmode solvers, while the eigenmodes for the third case are found using the iterative scheme given in § 7.1.3. The first four downstream (top four) and upstream (bottom four) eigenmodes are also given in table 5 for each of the three cases, as well as the error from the fully resolved or exact eigenmodes.

In both the table and the figure, using the modified Myers boundary condition gives a much better approximation to the exact eigenmodes for the most cut-on eigenmodes than the corrected Myers boundary condition. In table 5, the error compared to the exact eigenmode reduces by at least a factor of eight by using the modified Myers boundary condition rather than the corrected Myers boundary condition. It is particularly noticeable in figure 7 how the third and fourth cut-on downstream eigenmodes (corresponding to the first two lines in table 5) are much better predicted with the modified Myers boundary condition. However, as the modes become more cutoff, the modified Myers boundary condition performs less well compared to the exact eigenmodes as shown in figure 7, but these cutoff eigenmodes are much less important for acoustic propagation.

Secondly, the azimuthal mode is set to \(m = 1,\) while the rest of the problem settings are kept the same. The predicted eigenmodes from the three cases are plotted in figure 8, and the first four downstream and upstream eigenmodes for
the three cases are given in table 6, with the error compared to the fully resolved boundary layer. The errors are generally smaller than for \( m = 15 \). The error reduces significantly by using the modified Myers boundary condition rather than the corrected Myers boundary condition, by around a factor of eight again except for the fourth downstream eigenmode (the first line in the table). For this mode, using the modified Myers boundary condition does not bring much improvement compared to the corrected Myers boundary condition, with the reason probably down to one error cancelling another error (e.g. first- and second-order errors) when using the corrected Myers boundary condition. In figure 8, again, the modified Myers boundary condition performs less well for the more cutoff eigenmodes, and in some cases is not more accurate than using the corrected Myers boundary condition.

Finally, a counter-rotating mode with \( m = -12 \) is considered, with the rest of the problem parameters kept the same. The first four downstream and upstream eigenmodes for the three cases are given in table 7, with the error compared to the fully resolved boundary layer. The errors are of a similar magnitude to \( m = 1 \), and the error still reduces significantly by using the modified Myers boundary condition rather than the corrected Myers boundary condition.

| Exact \((k)\) | Mod Myers \((k_{MM})\) | \(|k - k_{MM}|\) | Corrected Myers \((k_M)\) | \(|k - k_M|\) |
|----------------|------------------|----------------|------------------|----------------|
| \(-3.9780 + 18.2301i\) | \(-4.0854 + 18.3725i\) | 0.1783 | \(-5.1567 + 16.6009i\) | 2.0110 |
| \(-5.4561 + 14.7915i\) | \(-5.5221 + 14.6823i\) | 0.1276 | \(-3.3909 + 14.8004i\) | 2.0652 |
| \(-5.6402 + 6.7034i\) | \(-5.6447 + 6.6978i\) | 0.0072 | \(-5.6089 + 6.5779i\) | 0.1294 |
| \(4.9653 + 3.3240i\) | \(4.9672 + 3.3130i\) | 0.0112 | \(5.2080 + 3.3581i\) | 0.2451 |
| \(-15.5872 - 4.9347i\) | \(-15.7070 - 4.8798i\) | 0.1317 | \(-15.5463 - 6.5906i\) | 1.6564 |
| \(-10.0440 - 7.6305i\) | \(-10.0235 - 7.5854i\) | 0.0495 | \(-10.5927 - 7.3347i\) | 0.6234 |
| \(-9.5334 - 15.3991i\) | \(-9.5658 - 15.3288i\) | 0.0774 | \(-9.9681 - 15.8383i\) | 0.6180 |
| \(-9.9646 - 21.0847i\) | \(-10.0199 - 20.9825i\) | 0.0743 | \(-10.6003 - 21.9773i\) | 1.0958 |

Table 5. Comparison of the first four downstream (top four) and upstream (bottom four) eigenmodes when \( m = 15 \), \( \omega = 15 \), SDT flow, \( h = 0.5 \) and \( Z_j = 2.55 + 1.5i \). The eigenmodes from the fully resolved (or exact) boundary layer, the modified Myers boundary condition and the corrected Myers boundary condition are compared.
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Figure 8. (Colour online) Eigenmodes when \( m = 1, \ \omega = 15, \) SDT flow, \( h = 0.5 \) and \( Z_j = 2.55 + 1.5i. \) Blue circles: fully resolved boundary layer; orange triangles: modified Myers; red crosses: corrected Myers.

\[
\begin{array}{cccc}
\text{Exact} (k) & \text{Mod Myers} (k_{MM}) & |k - k_{MM}| & \text{Corrected Myers} (k_M) & |k - k_M| \\
-4.1307 + 23.6675i & -4.1522 + 23.6348i & 0.0391 & -3.9406 + 23.8825i & 0.2870 \\
-3.8135 + 19.7998i & -3.8069 + 19.7825i & 0.0184 & -3.8199 + 19.9299i & 0.1303 \\
-4.0670 + 14.5034i & -4.0729 + 14.4996i & 0.0071 & -4.0406 + 14.5246i & 0.0338 \\
-0.4584 + 4.6339i & -0.4510 + 4.6366i & 0.0079 & 0.7057 + 4.7147i & 0.2601 \\
-7.8316 - 6.2654i & -7.8428 - 6.2640i & 0.0113 & -7.6865 - 6.4454i & 0.2312 \\
-4.8848 - 15.1240i & -4.8900 - 15.1278i & 0.0064 & -4.8270 - 15.1723i & 0.0753 \\
-4.3844 - 20.4332i & -4.3928 - 20.4329i & 0.0083 & -4.3018 - 20.5430i & 0.1374 \\
-4.6223 - 24.7611i & -4.6484 - 24.7730i & 0.0287 & -4.3209 - 24.9190i & 0.3402 \\
\end{array}
\]

Table 7. Comparison of the first four downstream (top four) and upstream (bottom four) eigenmodes when \( m = -12, \ \omega = 15, \) SDT flow, \( h = 0.5 \) and \( Z_j = 2.55 + 1.5i. \) The eigenmodes from the fully resolved boundary layer, the modified Myers boundary condition and the corrected Myers boundary condition are compared.

8.2. Acoustic Green’s function

As in Posson & Peake (2013), it is possible to compute the Green’s function, for the acoustic analogy defined by (2.8) that is tailored to the duct with the chosen boundary conditions. The reduced Green’s function \( \hat{p}_\omega, \) which satisfies

\[
\mathcal{F}(\hat{p}_\omega(x|x_0)e^{-i\omega t}) = \frac{1}{2\pi} \frac{D_0^2}{Dt^2} \mathcal{R}(\delta(x - x_0)e^{-i\omega t}),
\]
is given by

\[ \hat{p}_\omega(x|x_0) = \frac{1}{4\pi^2} \sum_{m=-\infty}^{\infty} e^{im(\theta-\theta_0)} \int_{\mathbb{R}} \hat{p}_m(r|r_0; \omega, k)e^{ik(x-x_0)} \, dk, \tag{8.2} \]

with

\[ \hat{p}_m(r|r_0; \omega, k) = \frac{1}{2\pi r_0 W(r_0, k)} \begin{cases} g_1(r_0; k)g_2(r; k) & r \leq r_0, \\ g_2(r_0; k)g_1(r; k) & r > r_0, \end{cases} \tag{8.3} \]

where \( W(r_0, k) \) is the Wronskian of \( g_1(r; k) \) and \( g_2(r; k) \), which both satisfy (2.14). The function \( g_1(r; k) \) satisfies the appropriate boundary condition at \( r=1 \) and \( g_2(r; k) \) satisfies the boundary condition at \( r=h \). The more standard reduced Green’s function \( G_\omega \) which satisfies \( F(G_\omega(x|x_0)e^{-i\omega t}) = \delta(x-x_0)e^{-i\omega t} \) could instead be considered, as in Mathews & Peake (2017).

To evaluate the Green’s function, the contour in (8.2) is deformed in accordance with the Briggs–Bers procedure (Briggs 1964; Bers 1983; Brambley 2009). This new contour is then closed in the upper or lower half-plane, depending on the sign of \( x-x_0 \). When \( x-x_0 > 0 \), it is closed in the upper half-plane, which gives a sum of residues at the acoustic downstream modes plus an integral around the critical layer and nearly convected modes, while if \( x-x_0 < 0 \), it is closed in the lower half plane and just gives a sum of residues at the acoustic upstream modes. The contribution from the critical layer and the nearly convected modes has been shown to be considerably smaller than the contribution from the acoustic modes (Posson & Peake 2013), so their contribution will be ignored from this integral as it is computationally expensive.

After evaluating the residues, the contribution from each azimuthal number reads

\[ \hat{p}_m^n(r, x|r_0, x_0) = \pm \sum_{K_m} \frac{i}{4\pi^2} e^{ik_m(x-x_0)} \frac{1}{r_0} \frac{\partial W}{\partial k_m}(K_m) \begin{cases} g_1(r_0; k_m^n)g_2(r; k_m^n) & r \leq r_0, \\ g_2(r_0; k_m^n)g_1(r; k_m^n) & r > r_0, \end{cases} \tag{8.4} \]

where the \( \pm \) comes from the sign of \( x-x_0 \), \( K_m^+ \) consists of all downstream acoustic modes, \( K_m^- \) consists of all upstream acoustic modes, and the acoustic modes are indexed by \( n \). The Green’s function \( \hat{p}_\omega \) is then calculated by Fourier summing \( \hat{p}_m^n \).

The downstream and upstream Green’s function contribution is calculated for the two azimuthal numbers \( m = 1 \) and \( m = 15 \), for the source position \( r_0 = 0.75 \) and \( x-x_0 = \pm 1 \) respectively. The method for calculating the Green’s function is the same as in Posson & Peake (2013) or Mathews & Peake (2017), but with the new boundary condition.

Firstly, the contributions of the mode \( m = 15 \) to both the upstream and the downstream Green’s function are plotted in figure 9. The different colours or symbols correspond to the choice of boundary condition, while the solid line corresponds to Re(\( \hat{p}_1^m \)) and the dashed line Im(\( \hat{p}_1^m \)). Using the corrected Myers boundary condition (red/squares) is a really poor approximation compared to the fully resolved boundary layer (blue/circles) for the upstream Green’s function, with the Green’s function having completely different behaviour throughout the duct. If instead the modified Myers boundary condition (orange/triangles) is used the approximation is much more accurate, and gives the correct shape of the upstream Green’s function, although the amplitude of the Green’s function differs by a small amount. The cause of the large discrepancy of the corrected Myers boundary condition is the huge error in
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Figure 9. (Colour online) (a) Upstream and (b) downstream acoustic Green’s function \( \hat{p}_m^\omega(r, x|\mathbf{r}_0, \mathbf{x}_0) \) for \( m = 15 \). Blue/circles: exact boundary condition; orange/triangles: modified Myers boundary condition; red/squares: corrected Myers condition. Solid: real part; dashed: imaginary part. Source is at \( (r_0, x - x_0) = (0.75, \pm 1) \).

Figure 10. (Colour online) (a) Upstream and (b) downstream acoustic Green’s function \( \hat{p}_m^\omega(r, x|\mathbf{r}_0, \mathbf{x}_0) \) for \( m = 1 \). Blue/circles: exact boundary condition; orange/triangles: modified Myers boundary condition; red/squares: corrected Myers condition. Solid: real part; dashed: imaginary part. Source is at \( (r_0, x - x_0) = (0.75, \pm 1) \).

determining the most cut-on upstream eigenmode in table 5 when using the corrected Myers boundary condition.

In contrast, the downstream Green’s function in figure 9(b) is significantly less affected by the boundary condition. The modified Myers boundary condition performs extremely well compared to the fully resolved boundary layer, with the difference hardly visible in figure 9(b). Using the corrected Myers boundary condition instead makes the Green’s function less accurate, but it still has the same qualitative behaviour as the Green’s function from the fully resolved boundary layer.

Secondly, the contributions of the mode \( m = 1 \) to both the upstream and the downstream Green’s function are plotted in figure 10. Similar behaviour as for the mode \( m = 15 \) is observed. Namely, the upstream Green’s function is significantly more affected by the boundary condition than the downstream Green’s function. However, the discrepancies of both predictions with the modified Myers boundary condition and the corrected Myers boundary condition are much more reduced for \( m = 1 \) than
for $m = 15$. The downstream prediction from the modified Myers boundary condition is indistinguishable from that predicted with the fully resolved boundary layer in figure 10(b), while using the corrected Myers boundary condition only produces a very small error. For the upstream Green’s function in figure 10(a), using the modified Myers boundary condition gives a Green’s function which is very accurate when compared to the fully resolved boundary layer. The corrected Myers boundary condition performs a lot better than when $m = 15$ but there is still a significant error in the interior of the duct when compared with the exact solution.

9. Conclusions

In this paper, a new modified Myers boundary condition for swirling flow which accounts for the fact that the base flow in an annular duct has a small but non-zero boundary layer due to viscous effects has been derived. This boundary condition has been initially derived for a uniform axial and swirling flow profile, before being extended to arbitrary swirling flow profiles. It has been shown that in the limit of zero swirl, the boundary condition reduced to that given in Brambley (2011) and Khamis & Brambley (2016), and for an infinitely thin boundary layer the boundary condition reduces to the one given in Masson et al. (2017). It was shown that all forms of the boundary condition have a number of terms which take into account the swirling flow, with and without lining.

The modified Myers boundary condition is quite complex and involves possibly solving an expensive nonlinear equation, although we showed how to implement it to give us a number of new results. It was shown that the modified boundary condition performs much better than the corrected Myers boundary condition, with a quadratic error $O(\delta^2)$ as expected rather than linear error $O(\delta)$ compared to the boundary layer thickness $\delta$. This has been verified for both a constant axial flow and a radially varying swirling flow.

In a hard-walled duct it was shown that, for a piecewise linear boundary layer and a moderately sized frequency (of $\omega = 10$, which is generally exceeded in realistic configurations), the boundary condition can be reduced to a polynomial in axial wavenumber $k$, meaning our eigenvalue problem stays linear. However, even with a piecewise linear boundary layer, the boundary condition contains logarithmic terms when the duct is lined, giving a nonlinear eigenvalue problem. This then has to be solved by using different methods, for example an iterative method. The effect of using different boundary layer profiles with the same displacement thickness $\varepsilon$ was also considered, such as an exponential, piecewise linear, laminar and a tanh profile. The error from using a different boundary layer profile at the same displacement thickness was around 5% of the error made when using an infinitely thin boundary layer instead of an actual boundary layer. The conclusions are therefore similar as for axial shear flow: the shape of the boundary layer is much less important than accounting for the boundary layer thickness.

Finally, the new modified Myers boundary condition was used to numerically calculate the eigenmodes and Green’s function for a realistic mean flow, derived from NASA SDT data at approach condition. It was shown that it was essential in some cases (especially when the observer is upstream of the source or for large azimuthal orders) to use the new boundary condition rather than the corrected Myers boundary condition to have the correct eigenmode and Green’s function behaviour.
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Appendix A

The coefficients of the differential equation in (2.14) are given by

\[ A(r, k) = (U_\theta(r) - \Lambda^2(r, k))\Lambda^2(r, k), \]  

(A 1)

\[ B(r, k) = \Lambda^2(r, k) \left[ (U_\theta(r) - \Lambda^2(r, k)) \left( \frac{1}{r} - \frac{\rho_0'(r)}{\rho_0(r)} \right) + (\Lambda^2(r, k) - U_\theta(r))' \right], \]  

(A 2)

and

\[ C(r, k) = (U_\theta - \Lambda^2)^2 \left( \frac{\Lambda^2}{\rho_0} - k^2 - \frac{m^2}{r^2} \right) + \Upsilon (U_\theta - \Lambda^2) \left[ \Upsilon - \Lambda \left( \frac{1}{r} - \frac{\rho_0'}{\rho_0} \right) \right] \]

\[ - \Upsilon [\Lambda (\Lambda^2 - U_\theta)]' + \Lambda (\Lambda^2 - U_\theta) \Upsilon'. \]  

(A 3)

Appendix B

To leading order, the differential equations in (2.13) become

\[ \tilde{\rho}_0 \left[ i m \tilde{W}_0 + i k \tilde{U}_0 - \frac{dV_0}{dy} \right] = 0, \]  

(B 1)

\[ \tilde{\rho}_0 \left[ i A_1 \tilde{U}_0 - V_0 \frac{dU_\theta}{dy} \right] = 0, \]  

(B 2)

\[ \tilde{\rho}_0 \left[ 2U_\theta \tilde{W}_0 \right] + \frac{dP_0}{dy} = 0, \]  

(B 3)

\[ \tilde{\rho}_0 \left[ i A_1 \tilde{W}_0 - V_0 \frac{dU_\theta}{dy} \right] = 0, \]  

(B 4)

and hence (3.14) can be derived, while we get \( V_0(y) = A_1 A_1(y) \) and a more complicated expression for \( P_0 \) which are then matched with the outer solution to get (3.13).
Appendix C

This appendix gives some of the lengthy equations from the derivation of the modified Myers boundary condition in §§ 3.2–3.5. The term $V_1$ from § 3.2 is given by

$$V_1 = C_h A_h - \frac{y_i A_h}{\rho_{abh}(h)c_{abh}^2(h)} P^h_\infty + \frac{i A_h}{\rho_{abh}(h)c_{abh}^2(h)} P^h_\infty \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{\rho_{abh}(h)c_{abh}^2(h)}{\bar{\rho}_0 c_0^2} \right) dy$$

$$+ iy A_h \frac{k^2 + \frac{m^2}{h^2}}{\rho_{abh}(h)c_{abh}^2(h)} P^h_\infty - i A_h \frac{k^2 + \frac{m^2}{h^2}}{\rho_{abh}(h)c_{abh}^2(h)} P^h_\infty \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{\rho_{abh}(h)\Lambda_{nbl}^2(h)}{\bar{\rho}_0 \Lambda_h^2} \right) dy$$

$$- \frac{y A_h}{h \Lambda_{nbl}(h)} V^h_\infty - \frac{y m U_\theta}{h \Lambda_{nbl}(h)} V^h_\infty + \Lambda_\theta (U_\theta^{nbl})^2 V^h_\infty \int_0^\gamma \left(1 - \frac{U_\theta c_{nbl}^2(h)}{(U_\theta^{nbl})^2 c_0^2} \right) dy$$

$$+ \frac{2 y m A_h U_\theta^{nbl}}{h^2 \Lambda_{nbl}(h)} V^h_\infty - \frac{2 m A_h U_\theta^{nbl}}{h^2 \Lambda_{nbl}(h)} V^h_\infty \int_0^\gamma \left(1 - \frac{U_\theta \Lambda_{nbl}(h)}{U_\theta^{nbl} \Lambda_h} \right) dy.$$  \hspace{1cm} (C 1)

The term $P_1$ from § 3.2 is given by

$$P_1 = D_h + \frac{(U_\theta^{nbl})^2}{h c_{nbl}^2(h)} P^h_\infty y - \frac{(U_\theta^{nbl})^2}{h c_{nbl}^2(h)} P^h_\infty \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{U_\theta c_{nbl}^2(h)}{(U_\theta^{nbl})^2 c_0^2} \right) dy$$

$$- \frac{2 m U_\theta^{nbl}}{h^2 \Lambda_{nbl}(h)} P^h_\infty y + \frac{2 m U_\theta^{nbl}}{h^2 \Lambda_{nbl}(h)} P^h_\infty \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{U_\theta \Lambda_{nbl}(h)}{U_\theta^{nbl} \Lambda_h} \right) dy$$

$$- i \rho_{abh}(h) \Lambda_{nbl}(h) V^h_\infty y + i \rho_{abh}(h) \Lambda_{nbl}(h) V^h_\infty \int_0^\gamma \left(1 - \frac{\bar{\rho}_0 \Lambda_h^2}{\rho_{abh}(h) \Lambda_{nbl}(h)} \right) dy$$

$$+ 2 \rho_{abh}(h) (U_\theta^{nbl})^2 h^2 \Lambda_{nbl}(h) \int_0^\gamma \left(1 - \frac{m U_\theta}{h A_h - \frac{(U_\theta^{nbl})^2}{c_{nbl}^2(h)}} \right) dy + \int_0^\gamma i \rho_0 (U_\theta^{nbl}) V_1 dy.$$  \hspace{1cm} (C 2)

The term $C_h$ from § 3.3 is given by

$$C_h = - \frac{i P^h_\infty}{\rho_{abh}(h)c_{nbl}^2(h)} \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{\rho_{abh}(h)c_{nbl}^2(h)}{\bar{\rho}_0 c_0^2} \right) dy$$

$$+ \frac{i P^h_\infty}{\rho_{abh}(h)\Lambda_{nbl}^2(h)} \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{\rho_{abh}(h)\Lambda_{nbl}^2(h)}{\bar{\rho}_0 \Lambda_h^2} \right) dy$$

$$- \frac{(U_\theta^{nbl})^2}{h c_{nbl}^2(h) \Lambda_{nbl}(h)} \int_0^\gamma \left(1 - \frac{U_\theta^2 c_{nbl}^2(h)}{(U_\theta^{nbl})^2 c_0^2} \right) dy$$

$$+ \frac{2 m A_h U_\theta^{nbl}}{h^2 \Lambda_{nbl}(h)} V^h_\infty \int_0^\gamma \left(1 - \frac{U_\theta \Lambda_{nbl}(h)}{U_\theta^{nbl} \Lambda_h} \right) dy.$$  \hspace{1cm} (C 3)

The term $D_h$ from § 3.3 is given by

$$D_h = \frac{(U_\theta^{nbl})^2}{h c_{nbl}^2(h)} P^h_\infty \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{U_\theta^2 c_{nbl}^2(h)}{(U_\theta^{nbl})^2 c_0^2} \right) dy$$

$$+ \frac{k^2 + \frac{m^2}{h^2}}{\rho_{abh}(h)\Lambda_{nbl}^2(h)} \int_0^\gamma \left(1 - \frac{P_0}{P^h_\infty} \frac{\rho_{abh}(h)\Lambda_{nbl}^2(h)}{\bar{\rho}_0 \Lambda_h^2} \right) dy$$

$$- \frac{(U_\theta^{nbl})^2}{h c_{nbl}^2(h) \Lambda_{nbl}(h)} \int_0^\gamma \left(1 - \frac{U_\theta^2 c_{nbl}^2(h)}{(U_\theta^{nbl})^2 c_0^2} \right) dy$$

$$+ \frac{2 m A_h U_\theta^{nbl}}{h^2 \Lambda_{nbl}(h)} V^h_\infty \int_0^\gamma \left(1 - \frac{U_\theta \Lambda_{nbl}(h)}{U_\theta^{nbl} \Lambda_h} \right) dy.$$
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\[ + \frac{2mU_{\theta}^{nbl}}{h^2 \Lambda_{nbl}(h)} \rho h \int_0^\infty \left( 1 - \frac{P_0}{P_h} \frac{U_{\theta} \Lambda_{nbl}(h)}{U_{\theta}^{nbl} \Lambda_h} \right) dy \]
\[ + i \rho_{nbl}(h) \Lambda_{nbl}(h) V_h \int_0^\infty \left( 1 - \frac{\hat{\rho}_0 \Lambda_{nbl}^2(h)}{\rho_{nbl}(h) \Lambda_{nbl}^2(h)} \right) dy \]
\[ - 2i \rho_{nbl}(h) (U_{\theta}^{nbl})^2 \int_0^\infty \left( 1 - \frac{\hat{\rho}_0 U_{\theta}^2}{\rho_{nbl}(h) (U_{\theta}^{nbl})^2} \right) dy \]
\[ - \frac{V_h}{\Lambda_{nbl}(h)} \int_0^\infty i \hat{\rho}_0 \frac{y(U_{\theta}^2)}{h^2} \left( 1 - \frac{mU_{\theta}}{h \Lambda_h} - \frac{(U_{\theta}^{nbl})^2}{c_{nbl}^2(h)} \right) dy + \int_0^\infty \frac{i \hat{\rho}_0 (U_{\theta}^2)}{h \Lambda_h} y_1 dy = 0. \]

(C 4)

The term \( \delta P^h \) from § 3.5 is given by:

\[ \delta P^h = \hat{\rho}_{nbl}(h) (U_{\theta}^{nbl})^4 h^2 c_{nbl}^2(h) \Lambda_{nbl}(h) \int_0^\infty \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \left( 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right) dy \]
\[ - \frac{2mU_{\theta}^{nbl}}{h^2 \Lambda_{nbl}(h)} \rho h \frac{V_h}{\Lambda_{nbl}(h)} \int_0^\infty 1 - \frac{U_{\theta} \Lambda_{nbl}(h)}{U_{\theta}^{nbl} \Lambda_h} dy \]
\[ - \frac{4i \hat{\rho}_{nbl}(h) (U_{\theta}^{nbl})^3 h^2 \Lambda_{nbl}^2(h)}{U_{\theta} \Lambda_{nbl}(h) - \Lambda_{nbl}^2(h)} \left( 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right) dy \]
\[ - \frac{4i \rho_{nbl}(h) \Lambda_{nbl}(h)}{h^2 \Lambda_{nbl}(h)} \int_0^\infty 1 - \frac{\Lambda_{nbl}^2(h)}{U_{\theta} \Lambda_{nbl}(h)} dy + \frac{4i \rho_{nbl}(h) (U_{\theta}^{nbl})^2}{h^2 \Lambda_{nbl}(h)} \int_0^\infty 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} dy \]
\[ + \frac{k^2 + m^2}{h^2} \rho_{nbl}(h) (U_{\theta}^{nbl})^4 h^2 \Lambda_{nbl}^2(h) \int_0^\infty \frac{U_{\theta}^2 \Lambda_{nbl}(h)}{(U_{\theta}^{nbl})^2 \Lambda_h^2} \left( 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right) dy. \]

(C 5)

Appendix D

To derive the modified Myers boundary condition at the outer wall \( r = 1 \), very similar analysis to § 3 can be used. The change of variables is now \( r = 1 - \delta y \) and both the inner and outer solution are found by using the same method, and then matched. Letting \( Z_1 = P(1)/V(1) \) and \( Z_{1eff}^l = P_{1eff}/V_{1eff} \), the boundary condition is given by

\[ Z_{1eff}^l = -\omega Z_1 + \frac{i}{\omega} \int_{r_m}^1 \hat{\rho}_0 (U_{\theta}^2) r dr - \Lambda_{nbl}(1) \delta I_{1}^d + Z_1 \Lambda_{nbl}(1) \delta J_{1}^d \]

(A D 1)

to first order, where

\[ \delta J_{1}^d = \frac{i \omega (k^2 + m^2)}{\rho_{nbl}(1) \Lambda_{nbl}(1)} \int_{r_m}^1 1 - \frac{\Lambda_{nbl}(1)}{\Lambda_1} \frac{\Lambda_{nbl}^2(h)}{A_{1}^2} dr, \]

(D 2)
\[ \delta J_2^h = \frac{\omega (k^2 + m^2) (U_{\theta}^{nbl})^2}{A_{nbl}^2(1)} \int_{r_m}^{1} \frac{A_{nbl}^2(1)}{A_1^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr \]

\[ - \frac{2m\omega U_{\theta}^{nbl}}{A_{nbl}^2(1)} \int_{r_m}^{1} \frac{1 - U_{\theta} A_{nbl}(1)}{U_{\theta}^{nbl} A_1} \, dr, \quad \text{(D 3)} \]

\[ \delta I_1^h = \frac{2mU_{\theta}^{nbl}}{A_{nbl}(1)} \int_{r_m}^{1} \frac{1 - U_{\theta} A_{nbl}(1)}{U_{\theta}^{nbl} A_1} \, dr - \frac{(k^2 + m^2) (U_{\theta}^{nbl})^2}{A_{nbl}^2(1)} \int_{r_m}^{1} \frac{1 - U_{\theta}^2 A_{nbl}^2(1)}{(U_{\theta}^{nbl})^2 A_1^2} \, dr, \quad \text{(D 4)} \]

and

\[ \delta I_2^h = -\frac{i \rho_{nbl}(1) (U_{\theta}^{nbl})^4}{c_{nbl}^2(1) A_{nbl}(1)} \int_{r_m}^{1} \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr \]

\[ - \frac{4i \rho_{nbl}(1) (U_{\theta}^{nbl})^2}{A_{nbl}(1)} \int_{r_m}^{1} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr + i \rho_{nbl}(1) A_{nbl}(1) \int_{r_m}^{1} 1 - \frac{A_1^2}{A_{nbl}^2(1)} \, dr \]

\[ + \frac{4i m \rho_{nbl}(1) (U_{\theta}^{nbl})^3}{A_{nbl}^2(1)} \int_{r_m}^{1} \frac{U_{\theta} A_{nbl}(1)}{U_{\theta}^{nbl} A_1} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr \]

\[ - \frac{i \rho_{nbl}(1) (k^2 + m^2) (U_{\theta}^{nbl})^4}{A_{nbl}^2(1)} \int_{r_m}^{1} \frac{A_{nbl}^2(1) U_{\theta}^2}{(U_{\theta}^{nbl})^2} \left( 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right) \, dr \]

\[ + \frac{2i m \rho_{nbl}(1) (U_{\theta}^{nbl})^3}{A_{nbl}^2(1)} \int_{r_m}^{1} \left( 1 - \frac{U_{\theta} A_{nbl}(1)}{U_{\theta}^{nbl} A_1} \right) \, dr, \quad \text{(D 5)} \]

with \( A_1(r) = k U_x(r) + m U_\theta (r) - \omega \).

**Appendix E**

The modified Myers boundary condition is now given when the swirling flow has arbitrary radial dependence as derived in § 5. At the inner wall, define

\[ \hat{U}_x(r) = \frac{U_{nbl}(h) U_x(r)}{U_x^{nbl}(r)} \quad \text{and} \quad \hat{U}_\theta(r) = \frac{U_{\theta}^{nbl}(h) U_\theta(r)}{U_\theta^{nbl}(r)} \quad \text{(E 1a, b)} \]

and then the effective impedance is given by

\[ Z_{eff}^h = \frac{\omega \left( Z_h + \frac{i}{h \omega} \int_h^{r_m} \hat{\rho}(\hat{U}_\theta^2) \, dr \right) + A_{nbl,h}(h) \delta I_2^h + Z_h A_{nbl,h}(h) \delta J_2^h}{A_{nbl,h}(h)(1 - \delta I_1^h - Z_h \delta J_1^h)}, \quad \text{(E 2)} \]

where

\[ \delta J_1^h = \frac{i \omega \left( k^2 + \frac{m^2}{h^2} \right)}{\rho_{nbl}(h) A_{nbl,h}(h)} \int_h^{r_m} 1 - \frac{A_{nbl,h}(r)}{A_h(r)^2} \, dr, \quad \text{(E 3)} \]

\[ \delta J_2^h = \frac{\omega \left( k^2 + \frac{m^2}{h^2} \right) (U_{\theta}^{nbl})^2}{h A_{nbl,h}(h)} \int_h^{r_m} \frac{A_{nbl,h}(r)}{A_h(r)^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta}^{nbl})^2} \right] \, dr \]

\[- \frac{2m\omega U_{\theta}^{nbl}}{h^2 A_{nbl,h}(h)} \int_h^{r_m} 1 - \frac{U_{\theta} A_{nbl,h}(r)}{U_{\theta}^{nbl} A_h(r)} \, dr, \quad \text{(E 4)} \]
The modified Myers boundary condition for swirling flow

\[
\delta J^1_d = \frac{2mU_{\text{abl}}}{h^2 A_{\text{abl}}(h)} \int_{r_m}^{r_h} 1 - \frac{U_{\theta} A_{\text{abl}}(r)}{U_{\theta} A_{\text{abl}}(r)} \, dr \\
- \left( k^2 + \frac{m^2}{h^2} \right) \left( \frac{U_{\text{abl}}}{h A_{\text{abl}}^2} \right) \int_{r_m}^{r_h} 1 - \frac{U_{\theta}^2 A_{\text{abl}}(r)}{(U_{\theta})^2 A_{\text{abl}}^2} \, dr,
\]

(E 5)

and

\[
\delta J^2_d = \frac{i \rho_{\text{abl}}(h) (U_{\theta}^{\text{abl}})^4}{h^2 c_{\text{abl}}^2(h) A_{\text{abl}}(h)} \int_{r_m}^{r_h} \frac{U_{\theta}^2}{(U_{\theta})^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta})^2} \right] \, dr \\
+ \frac{4i \rho_{\text{abl}}(h) (U_{\theta}^{\text{abl}})^3}{h^2 A_{\text{abl}}^2(h)} \int_{r_m}^{r_h} 1 - \frac{U_{\theta}^2}{(U_{\theta})^2} \, dr - i \rho_{\text{abl}}(h) A_{\text{abl}}(h) \int_{r_m}^{r_h} 1 - \frac{A_{\text{abl}}^2(r)}{A_{\text{abl}}^2(h)} \, dr \\
- \frac{4i m \rho_{\text{abl}}(h) (U_{\theta}^{\text{abl}})^3}{h^3 A_{\text{abl}}^2(h)} \int_{r_m}^{r_h} \frac{U_{\theta}^2 A_{\text{abl}}^2(h)}{(U_{\theta})^2 A_{\text{abl}}^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta})^2} \right] \, dr \\
+ \left( k^2 + \frac{m^2}{h^2} \right) \rho_{\text{abl}}(h) (U_{\theta}^{\text{abl}})^4 \int_{r_m}^{r_h} \frac{U_{\theta}^2 A_{\text{abl}}^2(h)}{(U_{\theta})^2 A_{\text{abl}}^2} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta})^2} \right] \, dr \\
- \frac{2i m \rho_{\text{abl}}(h) (U_{\theta}^{\text{abl}})^3}{h^3 A_{\text{abl}}^2(h)} \int_{r_m}^{r_h} 1 - \frac{U_{\theta} A_{\text{abl}}(h)}{U_{\theta} A_{\text{abl}}(r)} \, dr,
\]

(E 6)

with

\[
A_{\theta}(r) = k U_{x}(r) + \frac{m U_{\theta}(r)}{h} - \omega \quad \text{and} \quad A_{\text{abl}}(r) = k U_{x}^{\text{abl}}(r) + \frac{m U_{\theta}^{\text{abl}}(r)}{h} - \omega . \quad (E 7a, b)
\]

At the outer wall, define

\[
\bar{U}_{x}(r) = \frac{U_{x}^{\text{abl}}(1) U_{x}(r)}{U_{x}^{\text{abl}}(r)} \quad \text{and} \quad \bar{U}_{\theta}(r) = \frac{U_{\theta}^{\text{abl}}(1) U_{\theta}(r)}{U_{\theta}^{\text{abl}}(r)},
\]

(E 8a, b)

and then the effective impedance is given by

\[
Z_{\text{eff}}^1 = \frac{- \omega \left( Z_1 + \frac{i}{\omega} \int_{r_m}^{r_h} \bar{U}_{\theta}(r) \, dr \right) - A_{\text{abl}}(1) \delta J^1_d + Z_1 A_{\text{abl}}(1) \delta J^2_d}{A_{\text{abl}}(1) (1 + \delta J^1_d - Z_1 \delta J^2_d)},
\]

(E 9)

where

\[
\delta J^1_d = \frac{i \omega (k^2 + m^2)}{\rho_{\text{abl}}(1) A_{\text{abl}}^2(1)} \int_{r_m}^{r_h} 1 - \frac{A_{\text{abl}}^2(1)}{A_{\text{abl}}^2(r)} \, dr,
\]

(E 10)

\[
\delta J^2_d = \frac{\omega (k^2 + m^2) (U_{\theta}^{\text{abl}})^2}{A_{\text{abl}}^2(1)} \int_{r_m}^{r_h} \frac{A_{\text{abl}}^2(1)}{A_{\text{abl}}^2(r)} \left[ 1 - \frac{U_{\theta}^2}{(U_{\theta})^2} \right] \, dr \\
- \frac{2m \omega U_{\theta}^{\text{abl}}}{A_{\text{abl}}^2(1)} \int_{r_m}^{r_h} 1 - \frac{U_{\theta} A_{\text{abl}}(1)}{U_{\theta} A_{\text{abl}}(r)} \, dr,
\]

(E 11)

\[
\delta I^1_d = \frac{2m U_{\theta}^{\text{abl}}}{A_{\text{abl}}(1)} \int_{r_m}^{r_h} 1 - \frac{U_{\theta} A_{\text{abl}}(1)}{U_{\theta} A_{\text{abl}}(r)} \, dr - \frac{(k^2 + m^2) (U_{\theta}^{\text{abl}})^2}{A_{\text{abl}}^2(1) (U_{\theta})^2 A_{\text{abl}}^2} \int_{r_m}^{r_h} 1 - \frac{U_{\theta}^2 A_{\text{abl}}^2(1)}{(U_{\theta})^2 A_{\text{abl}}^2} \, dr,
\]

(E 12)
and

\[
\delta I_2^d = -\frac{i\rho_{nbl}(1)(U^\text{nbl}_\theta)^4}{c_{nbl}^2(1)A_{nbl,1}(1)} \int_{r_m}^{1} \frac{U^2_\theta}{(U^\text{nbl}_\theta)^2} \left[ 1 - \frac{U^2_\theta}{(U^\text{nbl}_\theta)^2} \right] \, dr \\
- 4i\rho_{nbl}(1)(U^\text{nbl}_\theta)^2 \int_{r_m}^{1} 1 - \frac{U^2_\theta}{(U^\text{nbl}_\theta)^2} \, dr + i\rho_{nbl}(1)A_{nbl,1}(1) \int_{r_m}^{1} 1 - \frac{A^2_1(r)}{A^2_{nbl,1}(r)} \, dr \\
+ \frac{4im\rho_{nbl}(1)(U^\text{nbl}_\theta)^3}{A^3_{nbl,1}(1)} \int_{r_m}^{1} U_\theta A_{nbl,1}(r) \left[ 1 - \frac{U^2_\theta}{(U^\text{nbl}_\theta)^2} \right] \, dr \\
- \frac{i\rho_{nbl}(1)(k^2 + m^2)(U^\text{nbl}_\theta)^4}{A^3_{nbl,1}(1)} \int_{r_m}^{1} \frac{A^2_1(r)U^2_\theta}{U^\text{nbl}_\theta A_1(r)} \left( 1 - \frac{U^2_\theta}{(U^\text{nbl}_\theta)^2} \right) \, dr \\
+ \frac{2im\rho_{nbl}(1)(U^\text{nbl}_\theta)^3}{A^2_{nbl,1}(1)} \int_{r_m}^{1} \left( 1 - \frac{U^\text{nbl}_\theta A_{nbl,1}(r)}{U^\text{nbl}_\theta A_1(r)} \right) \, dr, \\
\text{(E13)}
\]

and

\[
A_1(r) = kU_x(r) + mU_\theta(r) - \omega \quad \text{and} \quad A_{nbl,1}(r) = kU^\text{nbl}_x(r) + mU^\text{nbl}_\theta(r) - \omega. \quad \text{(E14a,b)}
\]

Appendix F

The matrices \( \mathbf{A} \) and \( \mathbf{B} \) in (7.1) are defined by

\[
\mathbf{A} = \begin{pmatrix}
-\frac{\tilde{\Omega}U_x}{\zeta c_0^2} & -\frac{1}{\zeta} \left( \frac{1}{r} + \frac{\rho_0}{\rho_0} - \frac{U_xU'_r}{c_0^2} \right) & -\frac{1}{\zeta} \frac{d}{dr} & -\frac{m}{\zeta} \frac{d}{dr} & \frac{i\tilde{\Omega}}{\zeta \rho_0 c_0^2} \\
0 & \frac{\tilde{\Omega}}{U_x} & \frac{2U_\theta}{rU_x} & -\frac{iU^2_\theta}{r^2c_0^2U_x} & -\frac{i}{r\rho_0 U_x} \\
0 & \frac{U_\theta}{rU_x} & \frac{U'_r}{U_x} & \frac{\tilde{\Omega}}{U_x} & -\frac{im}{r\rho_0 U_x} \\
\frac{i\rho_0 \tilde{\Omega}}{\zeta} & \frac{i}{\zeta} \left( \rho_0 U'_r - \frac{U_xU'_r}{r} - \frac{U_x\rho_0}{r} \right) & -\frac{i\rho_0 U_x}{\zeta^2} \frac{d}{dr} & -\frac{im\rho_0 U_x}{r\zeta} & -\frac{\tilde{\Omega}U_x}{\zeta c_0^2}
\end{pmatrix},
\text{(F1)}
\]

and \( \mathbf{B} = \mathbf{I}_4 \), the identity matrix. The derivatives of the flow variables are with respect to \( r \), and

\[
\tilde{\Omega} = \omega - \frac{mU_\theta}{r} \quad \text{and} \quad \zeta = 1 - \frac{U^2_x}{c_0^2}. \quad \text{(F2a,b)}
\]
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