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ABSTRACT

Two separate experimental campaigns of a spatially developing turbulent boundary layer under approximately zero-pressure-gradient at
moderate Reynolds numbers (1700 < Reh < 3400) are conducted with stereoscopic Particle Image Velocimetry (PIV) and one component
Hot Wire Anemometry. This range of Reynolds numbers is found to be of particular interest for turbulent boundary layer control
investigations. The motivations behind this work rely on the lack of recent studies that provide a rigorous experimental database on a flat
plate turbulent boundary layer, openly available online. This is critical as, in most of the cases, the modification of the statistics resulting
from turbulent boundary layer control strategies are compared with a smooth baseline reference. The statistics of the velocity fields, obtained
with the two techniques, show a good match with the direct numerical simulation in literature results. We focused on the skin friction
evaluation by means of Clauser’s chart technique. The near wall turbulence activity and the associated coherent structures are investigated by
means of the Variable Interval Time Averaging technique using the hot wire signal. The influence of the acquisition and algorithm
parameters as well as the effect of the Reynolds number are reported. The logarithmic and outer structures are investigated by applying the
Uniform Momentum Zones technique to the PIV dataset. The hierarchical distribution of the uniform momentum zones as a function of the
wall distance as well as their variation with the Reynolds number confirm the validity of the attached eddy model even at the moderate
Reynolds numbers of the current investigation.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0124498

I. INTRODUCTION

Wall bounded turbulent flows are of large interest for different
fields. The application goes from aeronautics, where the objective is
often to minimize the turbulent skin friction drag (flow control), to
heat exchangers and duct flows for fluid/oil supply. Fundamental
research activity is ongoing for a complete understanding and model-
ing of the most important flow features at different Reynolds numbers.

In a turbulent boundary layer, various types of coherent struc-
tures manifest themselves. These structures are characterized as recur-
rent and statistically relevant patterns that explain the complex flow
physics. For the sake of simplicity, these structures can be divided into
different types depending on their location in the turbulent boundary
layer. The coherent structures that are located in the viscosity domi-
nated near wall region, where most of the turbulent kinetic energy is

produced, contribute to the near wall cycle, whereas those of the loga-
rithmic region and the outer region are associated with the energy
containing motion and to the bulk production (Marusic and Monty,
2019).

This distinction is less rigorous for low Reynolds numbers where
the energy content is so low that the energy containing and viscous
scales tend to overlap as evidenced by the reduction of their ratio
d=dv ¼ Res, where d and dv are the outer scale (boundary layer thick-
ness) and the inner scale (viscous length scale), respectively. The latter
is given by dv ¼ Us=�, where Us denotes the friction velocity and �
the kinematic viscosity. As a consequence, the logarithmic region
tends to vanish or its extension is very small and is sometimes hardly
identifiable. The layer between the logarithmic and the viscous regions
is the buffer layer and it is where the interaction between the scales is
the strongest.
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The coherent structures that dominate the production of the tur-
bulent kinetic energy in the near wall region are the streaks (Kline
et al., 1967). The streaks are regions of low momentum. They are sub-
jected to oscillations, instability, and lift-up followed by a chaotic
breakup in the process called “bursting” (Robinson, 1991). This pro-
cess, which starts from Yþ ffi 30 and continues with increasing Yþ

(Kline et al., 1967), is responsible for about 70% of the total shear
stress and the production of the turbulent kinetic energy in the wall
region (Kim et al., 1971). Bursting can be split into ejections and
sweeps. An ejection is an instantaneous upward fluid motion charac-
terized by u< 0 and v> 0 (where u and v are the streamwise and
normal-to-wall velocity fluctuations), usually followed by a sweep,
which is an instantaneous fluid motion toward the wall characterized
by u> 0, v< 0. The bursting pattern is identifiable by the conditional
average of a single component hot wire signal (Rao et al., 1971). Since
both events are characterized by u � v < 0, these two events, and con-
sequently, the bursting, contribute positively to the Reynolds shear
stress �quv. The Reynolds shear stress influences the mean velocity
close to the wall, its near-wall gradient, and consequently, the wall
shear stress and the skin friction (Adrian, 2007). The ensemble of
processes described above constitutes the near wall cycle that can be
considered as independent from the outer flow at sufficiently high
Reynolds numbers (Jim�enez and Pinelli, 1999).

Attempts of modeling the coherent structures that are statistically
relevant in the logarithmic and outer regions can be found in the work
by Townsend (1951) and have been extensively reviewed in a recent
article by Marusic and Monty (2019). The conceptual model proposed
is known as Attached Eddy Model (AEM). According to this model,
for sufficiently high Reynolds numbers (sufficient scale separation),
the dominant structures in the logarithmic region are large eddies that
are attached to the wall and with a range of scales that grows with Res.
With general consensus, these eddies are believed to be hairpin-like
vortices (Adrian, 2007). These vortices are spatially self-similar, and
their geometry as well as their velocity fields scale with the normal-to-
wall distance, whereas the energy density is constant. These vortices
are organized in “hierarchies,” groups of geometrically self-similar
eddies at different stages of development. In fact, each vortical struc-
ture undergoes a time evolution that leads to geometrical modifica-
tions. This means that the individual vortices are not self-similar in
time unlike the hierarchies (see Marusic and Monty, 2019). In a wall-
bounded flow, the AEM is able to reproduce quite well the properties
of the main eddies and the flow statistics, but not the wake region
dynamics. Moreover, the properties and the motions of the small
scales affected by the viscosity, which are more relevant at low
Reynolds numbers and are crucial for near-wall flow control are not
recovered by AEM. Nevertheless, the important role of the logarithmic
eddies and AEM on skin friction, especially at high Reynolds numbers
[and conversely, the decreasing importance of the near wall cycle even
at moderate Reynolds numbers, Hwang (2013)], has been recently
addressed and must, therefore, be accounted for in turbulent boundary
layer control strategies (de Giovanetti et al., 2016).

Ideally, the study of wall turbulence requires data resolved both
in space and in time. It is often very challenging to meet both require-
ments experimentally, especially when conventional facilities and mea-
surement techniques are available. Despite the growing use of
numerical simulations, experimentation is still of fundamental interest
because it allows one to validate models and test more complex

geometries in an environment that is more representative of real-life
conditions. In particular, generation of inflow turbulence in simula-
tions over realistic spanwise dimensions still remains a major limita-
tion of unsteady flow computations. Moreover, it remains extremely
expensive to obtain long enough time series for proper statistics.

The most common experimental techniques for turbulent
boundary layer investigations are Particle Image Velocimetry (PIV)
and Hot Wire Anemometry (HWA). The HWA allows one to obtain
pointwise measurements (1–3 but usually 1 or 2 velocity components)
resolved in time (acquisition frequency up to 100 kHz) while PIV
allows one to investigate the two-dimensional (2D) or three-
dimensional (3D) (for stereoscopic and tomographic PIV, respec-
tively) flow features that provide a spatial representation of structures
not observable with single-point measurements. Despite its rapid pro-
gress, time resolved PIV is limited to low frequencies as its accuracy
decreases far below the Shannon frequency (Jacob et al., 2016). Hence,
HWA is more reliable to study temporal behaviors whereas PIV is
ideal for spatial analysis of instantaneous and mean fields.

Even nowadays the majority of turbulent boundary layer experi-
mental investigations are conducted in facilities where only moderate
values of Reynolds number (Res) can be achieved. A series of recent
papers on the topic of turbulent boundary layer control and skin fric-
tion reduction are reported in Table I with their respective Reynolds
numbers. These investigations, despite not being fully representative
of the flow physics of the current industrial applications (wind turbine
blades and long distance oil pipeline Res ffi 4000, B787 at cruise condi-
tion Res > 6000), are useful in understanding the modification that
the boundary layer undergoes and can give information, which could
potentially be extrapolated to higher Reynolds numbers. The turbulent
boundary layers achievable on a conventional test facility are usually
of moderate thickness Oð0:01mÞ. This means that the near wall
region can only be surveyed by miniaturized 1C (1 component) hot
wire probes and more hardly with miniaturized but larger 2C HWA
probes, usually employed for atmospheric wind tunnel measurements.
In the majority of cases, even for time resolved PIV, the temporal reso-
lution is not high enough to educe mechanisms having very short time
scales. In addition, a conventional PIV setup does not allow measure-
ments in the close proximity of the wall. This means that only the
outer scale motion can be resolved reliably.

TABLE I. Some of the experimental research conducted on turbulent boundary layer
for flow control in the last five years.

Paper Res Reh Technique

Scarano et al. (2022) 580–950 1830–3380 HWA
Du et al. (2022) 1124 2351 HWA/PIV
Jafari et al. (2022) 1044 2397 HWA
Severino et al. (2022) � � � 3283 HWA
Cafiero and Iuso (2022) � � � 2200–4900 HWA/PIV
Li et al. (2020) 740 2250 PIV/l–PIV
Gowree et al. (2019) � � � 1550–2500 HWA/LDV
Cui et al. (2019) 510 � � � PIV
Silvestri et al. (2018) � � � 3771 HWA
Silvestri et al. (2017) � � � 1927 HWA
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Skin friction evaluation is a crucial task for all turbulent boundary
layer measurements. Knowing the skin friction means that the friction
velocity Us is known; this is fundamental as it allows one to correctly
compute the inner-scaled statistics. In addition, it is a first way to ver-
ify the efficiency of potential flow control techniques to be tested. The
skin friction evaluation itself on a flat plate boundary layer is not a triv-
ial procedure. A floating element usually requires a complex experi-
mental setup. In addition, due to the low forces involved especially at
low Reynolds numbers, very sensitive sensors are required. When only
PIV and HWA are available, the skin friction is evaluated from the
mean velocity profile applying Clauser’s chart technique (Wei et al.,
2005).

There are not many recent papers on experimental investigations
of a zero pressure gradient turbulent boundary layers developing over
flat surfaces where the mean flow, the turbulent structures eduction
criteria, as well as the governing and acquisition parameters are pro-
vided and summarized. The most recent summary is a comparison
between experimental data and DNS results provided by Schlatter
et al. (2009). The current study investigates the use of conventional
HWA and PIV setups to educe information from a turbulent bound-
ary layers of modest thickness at moderate Reynolds numbers, which
develops over a flat plate. The aim is to provide an experimental base-
line reference for the experimental investigations, especially the ones
dedicated to turbulent boundary layer control, at moderate Reynolds
numbers.

Two separate experimental campaigns are conducted, three flow
conditions are tested, ranging from about 600 < Res < 1100
(1700 < Reh < 3400). Focus is given on the evaluation of the skin fric-
tion by means of Clauser’s chart technique using data acquired by
both the measurement techniques. The limitations in obtaining some
turbulent boundary layer quantities or to perform some analysis with
the current setup are underlined. The bursting activity is investigated
by the conditional average of the HWA signal using the Variable
Interval Time Averaging technique (Blackwelder and Kaplan, 1976).
The PIV data are used to detect the Uniform Momentum Zones
(UMZs). These pockets of approximately equal streamwise momen-
tum are a manifestation of the hierarchies of self-similar large-scale
structures present in the outer region of the boundary layer (Adrian
et al., 2000; de Silva et al., 2016).

II. EXPERIMENTAL SETUP

Two separate experimental campaigns (PIV and HWA) are con-
ducted in the closed-loop low Reynolds number wind tunnel of ISAE-
SUPAERO. The measured turbulence intensity for the empty tunnel is
0.04% (Chanetz et al., 2020). The length of the test section is 2.5m in

the streamwise direction (XÞ, its width is 1.2m in the horizontal
(spanwise) direction (Z), 0.8m in the direction normal to the test
plate (Y), also referred to as cross-stream direction. The test model
is a 2.5 m long, 1.2m wide flat plate with an elliptic leading edge
mounted horizontally in the test section. The experiment has been
operated at three velocities, 10, 15, and 20m/s, that provide three
flow conditions. The associated dimensionless boundary layer
parameters are summarized in Table II for the two investigation
techniques. When the model is mounted into the test section, the
turbulent intensity increases to a value of about 0:1%. A 780 lm
wire is used to trip the turbulent boundary layer right after the
elliptical leading edge. 1.1 m downstream of the leading edge, a
400mm square plexiglass panel is flush mounted into the plate.
The plexiglass allows it to reduce the heat transfer to the wall when
the HWA probe is very close to the wall. In addition, the plexiglass
is almost transparent to the PIV laser sheet that is shot from the
top of the wind tunnel, traverses completely the material allowing
a considerable reflection reductions. The investigation region is at
the centerline of the plate, 600mm from both sides of the wind
tunnel that is, 25.1–27.2 boundary layer thicknesses d. As a result,
the side effects are negligible and the streamwise developing flow
can thus be considered as statistically 2D. A flap at the trailing
edge is set at 3.7� during the two experimental campaigns to
ensure a close to zero streamwise pressure gradient along the mea-
surement domain. The acceleration parameter is defined as

ka ¼
�

U2
e

dUe

dX
; (1)

where Ue is the velocity at the edge of the boundary layer and � is the
kinematic viscosity. The acceleration parameter is smaller than 1:6�
10�6 for all the flow conditions, the values are detailed in Table II.
This suggests that the acceleration is not significant, and subsequently,
no deviations from the log-law are expected (Patel, 1965).

A sketch of the experimental setup is shown in Fig. 1, and the
details of the two investigation techniques are reported hereafter.

A. Hot wire

A Dantec 55P15 boundary layer single hot wire probe is used for
the measurements, the values of the diameter d and length l of the
wire in wall units are reported in Table II. The operating temperature
of the wire is around 230� and the overheat ratio is 1.75.

The hot wire sampling frequency is 20 kHz, the signal is filtered
analogically by a DISA 55M01. The motivations and limitations for

TABLE II. Flow and geometrical parameters for the three different test conditions, downstream measurement location.

U1 (m/s) d (mm) Reh Res Us(m/s) lþ dþ DXþ DYþ Yþmin

HW 10 23.2 1753 624 0.44 42 0.14 � � � 0.35/28 3.3
PIV 10 23.9 1678 658 0.42 � � � � � � 5.78 6.61 48.2
HW 15 23.1 2750 893 0.60 58.0 0.19 � � � 0.48/38.6 4.5
PIV 15 23.6 2480 922 0.59 � � � � � � 8.19 9.35 66.6
HW 20 22.1 3433 1091 0.78 74.26 0.25 � � � 0.61/49.5 6.6
PIV 20 22.6 3166 1157 0.78 � � � � � � 10.75 12.3 82.4
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this sampling frequency are addressed in Sec. IV. The signal is
acquired for over 10 s. The boundary layer turnover is defined as

BLt ¼
TtU1

d
; (2)

where Tt is the total acquisition time. Mathis et al. (2009) suggest that
as the wavelength of the largest flow features can exceed 6d, converged
statistics require several thousands of boundary layer turnovers. The
values in the current investigation are between 5000 and 10 000
depending on the flow condition, below the value of 15 000 prescribed
by Mathis et al. (2009) but high enough to obtain the mean and stan-
dard deviation converged within 2% and the skewness converged
within 5%. King’s law was applied to convert voltage into velocity and
the hot wire was calibrated in situ against a pitot probe.

The hot wire probe was connected to a probe holder. The stiff-
ness of the probe-holder and the NACA0012 shaped probe support
allowed to minimize possible vibrations during the acquisition process.
The probe support was fixed to a three axes traversing system with
minimum displacement of 12:5 lm (between 0.35 and 0.61 viscous
lengths). In the current experiment, only one displacement axis in the
normal-to-plate direction (Y) is active. Streamwise and spanwise posi-
tions were fixed during each traverse (automated by a LabVEW com-
mand). The near-wall alignment (performed manually) is guaranteed
by the optical probe-to-wall alignment proposed by Gowree et al.

(2015). A Nikon D5100 equipped with a 300mm lens and a Kenko
Teleconverter 2� are used. The probe-wall distance is estimated with
an accuracy of 9 lm (between 0.23 and 0.44 viscous lengths).

The error associated with the hot wire measurement is evaluated
following the method proposed by Jørgensen (2002). The error in the
velocity sample is 3:13% with 95% confidence interval; the error asso-
ciated with the momentum thickness is 3:55% while the error in the
skin friction is 3:5%.

B. Particle image velocimetry

A commercial stereoscopic PIV system from Dantec Dynamics is
used for the measurements. The measurement plane is parallel to the
flow (XY) and the cross-stream directions around a fixed streamwise
location. A Litron LDY 304 (527 nm) is used to illuminate the mea-
surement region. The laser is placed on top of the test section and con-
nected to a laser arm, which allows accurately aligning the laser sheet
with the targeted measurement region. The laser sheet is shot from the
top and across the glass ceiling of the wind tunnel. The maximum
energy of the laser is 30 mJ/pulse, which drops down to 20 mJ/pulse
when connected to the laser arm. During the experimental campaign,
the laser power is set to 65% of the maximum power. The thickness
of the laser sheet is approximately 0.5mm. Black velcro was applied to
the surfaces of the tunnel to avoid reflections during the acquisition.

FIG. 1. Sketch of the experimental setup
(a) and measurement locations (b). PIV
and HWA measurements conducted
separately.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 115150 (2022); doi: 10.1063/5.0124498 34, 115150-4

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/phf


The laser pulse delay Dt is tuned to keep the particle displacement
between two images below 10 pixels. For the streamwise planes, the Dt
used are 30 ls for 10m/s, 20 ls for 15m/s, and 15ls for 20m/s.

The flow is seeded with a TOPAS olive oil atomizer located
downstream of the diffuser of the tunnel. The seeding particles have
an average diameter of 1 lm. For each measurement, the acquisition
was started about 15min after the seeding in order to obtain a suffi-
ciently dense and homogeneous cloud of particles throughout the
boundary layer.

The images are taken from the sides through the glass wall by
two MIRO LAB 340 cameras with a resolution of 2560� 1600 pixels
per image disposed in a stereoscopic arrangement (stereoscopic angle
about 85�). Each camera is equipped with a NIKON 300mm f/4 lens.
DANTEC DynamicStudio 6.4 is used for the calibration, synchroniza-
tion, laser control, and image acquisition. At each acquisition 1000 sta-
tistically independent image pairs are acquired at 50Hz. With an
acquisition time of 20 s, the statistical convergence is acceptable, and
the boundary layer turnover is twice the HWA value providing an
improvement resolution of the largest flow features.

The samples are processed using 2D3C cross correlation PIV
algorithm of DynamicStudio 6.4. The interrogation window size is
iteratively reduced passing from 64� 64 pixel to 32� 32 with an over-
lap of 50%. This leads to a grid of 40400 vectors with a field of view
(FOV) of 65� 45mm2, which is cropped to 45� 45mm2 (2d� 2d).
The vectors close to the wall have been discarded due to reflections.
The minimum value of the Yþ ¼ YUs

� as well as the PIV grid dimen-
sions are reported in Table II.

The uncertainty for the PIV data is calculated using the
approach proposed by Sciacchitano and Wieneke (2016) and
Sciacchitano (2019). The uncertainty associated with the PIV algo-
rithm is below 0.1 pixels. This leads to an uncertainty in the instan-
taneous in-plane velocity is below 3.5% and it depends on the
normal-to-wall location. The uncertainty in the statistics associ-
ated with the random error is below 0.1% for the mean velocity
and below 2.0% for the Reynolds Shear stress. The convergence of
the mean and the shear stresses is verified and it is further
improved by the streamwise averaging.

III. FLOW STATISTICS

The statistics are averaged over time t thus the Reynolds decom-
position reads

U 0i ¼ Ui þ ui; (3)

where U 0i is the instantaneous velocity, Ui (or �U i) is the time-averaged
velocity, and ui is the fluctuation. In the case of the PIV measurements,
keeping the same notation for the Reynolds decomposition, the three
mean velocity components in the directions (X, Y, Z) with unit vectors
(i, j, k) are (U, V,W).

In the case of the PIV data, the profiles of the statistics and the
boundary layer integral quantities presented herein are obtained by
averaging the data in the streamwise direction X. This allows better
converged mean profiles (Womack et al., 2019) and an easier compari-
son with the HWA data. The spatial averaging can be considered legit-
imate despite the streamwise evolution of the inner and outer variables
used for to scale the data. To illustrate this statement, the evolution of
two scaling variables, d and Us are reported in Fig. 2, where it is also
reported the error bar.

The trend (slightly positive for the BL thickness and almost con-
stant for the friction velocity) is in agreement with the streamwise
development of the boundary layer. However, as the variation is within
the measurement error (the error bar is reported in the figure), the
boundary layer can be considered fully developed and in equilibrium.

In Table II, the boundary layer parameters calculated with the
two measurement techniques have been summarized. They include
the freestream velocity, the boundary layer thickness d, the integral
quantities, such as the momentum thickness h, the Reynolds number
based on the momentum thickness Reh ¼ ðhU1Þ=� and the friction
Reynolds number Res ¼ ðdUsÞ=�, the spatial resolution, and, for the
HW, the length and diameter of the wire in wall units. With the cur-
rent PIV configuration, the minimum value of Yþ in the results is
between about 50 and 85 depending on the flow conditions. Thanks to
the optical monitoring, a value down to Yþ ffi 4 can be reached with
HWA measurements. The spatial resolution in wall units is fixed in
the PIV case, and it varies for the HWA measurements where a finer
discretization in the near wall region is chosen. This yields a finer
description of the near wall activity.

The velocity profiles for the three flow conditions are presented
from Figs. 3–5. They are scaled using outer variables [freestream veloc-
ity and the boundary layer thickness ðU1; dÞ] in Fig. 3 and inner
quantities (friction velocity Us, viscous length scale dv ¼ �=Us) in
Fig. 4 where the mean velocity profiles in wall units Uþ ¼ U=Us are
plotted against the normal to wall position in wall units Yþ ¼ Y=dv.

Another way to scale the mean velocity is to compute the differ-
ence between the mean velocity at the outer edge of the boundary layer
Ue and the local mean velocity both in wall units. This profile is plotted
against the normal-to-wall position non dimensionalized with the

FIG. 2. Streamwise evolution (percentage difference with respect to the leading value) of (a) BL thickness and (b) friction velocity.
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boundary layer thickness Y=d obtaining the so-called velocity defect
profile. In Fig. 5, the velocity defect is plotted for each case showing
again a good match between the two datasets and the literature.

The friction velocity Us is obtained in both cases by fitting the
profiles with the Spalding equation (Kendall and Koochesfahani, 2008;
Wei et al., 2005)

Yþ ¼ Uþ þ expð�kBÞ expðkUþÞ � 1� ðkU
þÞ2

2
� ðkU

þÞ3

6

� �
; (4)

where k is the von Karman constant and B is the intercept of the uni-
versal log law

FIG. 3. Mean velocity profile in outer scales, comparison between PIV and HWA data: (a) 10, (b) 15, and (c) 20m/s (Reynolds number reported in the legend).

FIG. 4. Mean velocity profile in wall units, comparison between PIV and HWA data and with DNS data by Schlatter and Orlu (2010) (solid line): (a) 10, (b) 15, and (c) 20m/s
(Reynolds number reported in the legend).

FIG. 5. Velocity defect profile, comparison between PIV and HWA data and DNS data by Schlatter and Orlu (2010) (solid line): (a) 10, (b) 15, and (c) 20 m/s (Reynolds number
reported in the legend).
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Uþ ¼ 1
k
logðYþÞ þ B: (5)

For the von Karman constant k, values of 0:39 < k < 0:41 are most
commonly used (George, 2007). According to Zanoun et al. (2003)
[reported even by Wei et al. (2005)], a value 3:5 < B < 6:1 should be
used, and according to George (2007), a value between 4 and 10 is
acceptable. In the present case, a value of k¼ 0.41 and B¼ 5.5 are
found to fit best.

The Spalding equation is a power-series interpolation that allows
one to merge the viscous sublayer region with the logarithmic region.
The fit has to be performed over a limited number of points of the
velocity profile. The upper limit is dictated by the upper bound of
the logarithmic region, which is Y=d ffi 0:15 independently of the
Reynolds number (Marusic and Monty, 2019). In the present experi-
ment, this value is equal to 100, 140, and 180 in wall units for the three
flow conditions 10, 15, and 20m/s, respectively. The aforementioned
constraints leads to a different number of points, which have to be fit-
ted to the Spalding equation, in the current case about 30 for the
HWA and 10 for the PIV data.

In the paper by Hutchins and Choi (2002), it was stated that an
accurate value ofUs can be obtained by a linear fit of the mean velocity
in the viscous sublayer where Uþ ¼ Yþ. The region close to the wall
Yþ < 3:5 is subjected to heat transfer and confinement effects and
should be discarded from the slope computation. Measurements
points (at least one) in the region 3:5 < Yþ < 5 are necessary. For the
current setup, this is found not practical at 15 and 20m/s (see
Table II). At 10m/s a least squares fit is performed using the three
points in 3:5 < Yþ < 5 and the extrapolation to zero at the wall. The
result reported in Fig. 6 along with Clauser’s chart technique results
and DNS results by Schlatter and Orlu (2010) shows that the differ-
ence in Us is found to be less than 1%. The profiles in wall units are
almost identical [see Fig. 6(b)] and again confirms the reliability of the
Clauser chart technique.

The diagnostic function Yþ � dUþdYþ is presented in Fig. 7 for the
three values of Reh. The shape of the function shows a good match
with the literature. The HWA data show a deviation from the numeri-
cal results by Schlatter and Orlu (2010) in the region below Yþ ffi 15.
The PIV data overestimate the minimum of the diagnostic function

FIG. 6. Mean velocity profile at 10 m/s (a) linear fit of the slope within the linear part of the viscous sublayer, in gray 3:5 < Yþ < 5 and (b) comparison of the mean velocity
profile in wall units between Clauser chart technique and Hutchins and Choi (2002) method.

FIG. 7. Diagnostic function, comparison between PIV and HWA data and with DNS data by Schlatter and Orlu (2010) (solid line): (a) 10, (b) 15, and (c) 20 m/s (Reynolds num-
ber reported in the legend).
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for at 10 and 15m/s while for all the flow conditions the match in the
outer layer is excellent. The diagnostic function gives an indication of
the extension of the logarithmic region by evidencing a plateau of the
relative minimum in the overlap region. For the moderate Reynolds
number of the current investigation, the asymptotic behavior of the
logarithmic region cannot be highlighted. The minima of the diagnos-
tic function for the three flow conditions are in the range
70 < Yþ100. The inverse of the minimum of the diagnostic function
gives the von Karman constant k of the universal log law. For the cur-
rent HWA results, a value of about k ffi 0:42 is found.

It has to be underlined here that both the PIV and HWA results
match well the numerical results by Schlatter and Orlu (2010)
obtained for similar values of the momentum based Reynolds number.
Despite the differences explained above, the values of Us obtained
with PIV and HWA are almost equal. The differences between PIV
and HWA are within the uncertainty of the measurements and of the
evaluation of the friction velocity and may be due to the fact that the
measurements were obtained from two separate experimental cam-
paigns with slightly different values of Reh. This comforts the

robustness of Clauser’s chart technique for estimating the skin friction,
even when the measurements points close to the wall are not available
as for the PIV dataset.

The skin friction velocity coefficient can be derived from the fric-
tion velocity via

Cf ¼ 2
Us

U1

� �2

: (6)

The skin friction drag coefficient is reported in Fig. 8 as a func-
tion of the Reh and compared with the LES results by Schlatter and
Orlu (2010) and the Coles–Fernholz relation for smooth walls

Cf ¼ 2 1=k lnReh þ C½ ��2; (7)

with k¼ 0.384 and C¼ 4.127.
The PIV data provide the vertical component of the velocity field

V 0 and its fluctuation v. This would, in theory, allow the skin friction
decomposition following the method proposed by Fukagata et al.
(2002) or the alternative version by Renard and Deck (2016). Two
main limitations of the current PIV dataset have to be underlined. The
first limitation is the low spatial resolution, which implies an error in
the calculation of the numerical derivatives which is OðDX2;DY2Þ.
However, the method proposed by Senthil et al. (2020) slightly reduces
this error by removing the streamwise derivative. The second limita-
tion is the lower limit of the field of view Yþmin that is above 48 for the
current dataset. According to Senthil et al. (2020), measurements
below Yþ < 3 are needed to keep the error in the skin friction evalua-
tion below 10%. For Yþmin > 10, the error is well above 20%. For this
reason, a skin friction decomposition is considered inapplicable to the
current dataset.

In Fig. 9, the profiles of the streamwise velocity fluctuation root
mean square values, rþU , expressed in wall units, are plotted for three
different values of Reh against Yþ. The current experimental data
match well the DNS results of Schlatter and Orlu (2010) in the wake
and in the logarithmic region. The peak value of rþU decreases when
the Reh increases, in opposition to what is observed for the DNS data.
According to €Orl€u and Alfredsson (2010), this different behavior can
be attributed to the limited spatial resolution of the hot wire. When
the Reynolds number increases, the scale of turbulent eddies is broader
and the boundary layer is populated by eddies that have a smaller
characteristic size in wall units than the length of the hot wire. In other

FIG. 8. Friction coefficient obtained using Clauser’s chart technique from PIV and
HWA results. Coles–Fernholtz relation and results by Schlatter and Orlu (2010) are
also reported for comparison.

FIG. 9. Shear stresses, comparison between PIV and HWA data and with DNS data by Schlatter and Orlu (2010) (solid line): (a) 10, (b) 15, and (c) 20 m/s (Reynolds number
reported in the legend).
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words, the hot wire filters out the eddies that are smaller than its spa-
tial resolution which is fixed by the length. For PIV, the filtering is
given by the interrogation window size (Sciacchitano and Wieneke,
2016). The values of rþU ;r

þ
V ;r

þ
W as well as the Reynolds shear stress

uvþ, obtained from PIV data, are reported in Fig. 9. For the shear
stress, the near wall peak is not resolved due to the lack of data close to
the wall.

All the curves underestimate the reference values of Schlatter and
Orlu (2010) near the wall, except for the 10m/s HWA data that per-
fectly overlaps the DNS results for rþU . At 15 and 20m/s, the HWA
second-order statistics of the streamwise fluctuations agree much bet-
ter with the DNS than the PIV. Note that the discrepancies of all statis-
tics increase with the flow velocity. This is in line with the spatial
filtering mentioned above: (i) the HWA measurements are better
resolved than the PIV; (ii) since the near wall resolution is fixed in geo-
metrical coordinates, it decreases in wall units when the flow speed
increases. Additional measurements with longer acquisition time of
30 s were performed to verify the effect of the boundary layer turnover
time on the near wall peak. No significant difference between the two
measurements was found. This suggests that the acquisition time, at
least if the statistics are converged, has negligible effect on the inner
peak of rþU .

Despite these differences, the rþU first peak, which can be seen in
the HWA data, lies at Yþ ffi 14, this suggests that the turbulent
boundary layer can be considered as a canonical turbulent boundary
layers over a flat plate (see Schlatter and Orlu, 2010; Pope, 2000).

The skewness profiles are reported in Fig. 10. The skewness mea-
sures the asymmetry in the probability distribution of the velocity sig-
nal, and it has been linked by Mathis et al. (2009) to the amplitude
modulation of the small-scale structures located in the near-wall
region by the large-scales structures. At 10m/s, the skewness is nega-
tive in the lower part of the logarithmic region (0:02 < y=d < 0:1)
while in the same range at 15 and 20m/s, the distribution is almost
Gaussian with zero or slightly positive skewness. A similar rise in
skewness with Reynolds number has been already reported by Mathis
et al. (2009). Since the statistical error and the sample duration have
found to have only a minor influence on the skewness, the slight dis-
crepancies with the DNS data of Schlatter and Orlu (2010) can be due
to the Reynolds numbers differences.

IV. NEAR WALL TURBULENT STRUCTURES
A. Turbulent spectra

Frequency spectra are computed from HWA time signal using
the Welch algorithm with 98 segments with a window size of 211 sam-
ples and no overlap. The energy spectrum describes how turbulent
kinetic energy is distributed among the eddies of different sizes (or fre-
quencies as in this case). In Fig. 11, the power spectral density non-
dimensionalized by the square of the friction velocity (UUU=U2

s ) is
plotted together with the �5=3 Kolmogorov slope that is representa-
tive of the inertial subrange and is valid for high Reynolds numbers.
Plot (c) shows that the 20m/s case can be considered fully turbulent as
the inertial subrange is clearly visible. On contrary, for the 15m/s and
more clearly for 10m/s [plots (b) and (a) respectively], the flow cannot
be considered fully turbulent.

The premultiplied spectrum is largely used in turbulence as the
integral of the curve represents the turbulent kinetic energy associated
with the related component of the velocity. The premultiplied

temporal spectra plotted in Fig. 12 against the Strouhal number
(St ¼ f d=U1) are reported at the normal to wall locations Yþ

¼ 15; 30; 100; and 300 (increasing Yþ in the direction of the arrow)
and as 2D contour plots considering all the wall-normal positions. The
results agree with the DNS data reported by Schlatter and Orlu (2010)
in the sense that the maximum of hump occurs at St ffi 0:31 for all the
Reynolds numbers tested. The inner region peak at about Yþ ffi 15
can be easily identified. The inner peak intensity at Yþ ¼ 15 decreases
with the Reynolds number, once again due to the spatial filtering of
the hot wire already discussed. When increasing the Reynolds number,
an overall shift of the frequencies toward higher values can be noticed.
In addition, the energy associated with higher values of Yþ, corre-
sponding to the outer structures, increases with the Reynolds numbers
although the Reynolds numbers are too small to expect an outer peak
(Hutchins andMarusic, 2007).

FIG. 10. Skewness profiles, comparison between HWA data and with DNS data by
Schlatter and Orlu (2010) (solid line): (a) 10, (b) 15, and (c) 20m/s (Reynolds num-
ber reported in the legend).
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Applying Taylor’s hypothesis of frozen turbulence, the
streamwise wavelengths kX are inferred. The local mean velocity is
used as convective velocity. The peaks in the premultiplied spectra
correspond to a kþX of 1700, 1600, and 1350 for 10, 15, and 20m/s,
respectively (not shown here). These values are in good agreement
with the streamwise signature of the streaks found by Kline et al.
(1967).

B. Burst detection

The Variable Interval Time Averaging (VITA) technique was
proposed in the seventies by Blackwelder and Kaplan (1976). It is often
used to assess the modification of the near wall turbulent activity in
the presence of turbulent boundary layer control techniques (Silvestri
et al., 2017; Scarano et al., 2022; Severino et al., 2022; Cafiero and Iuso,
2022 to cite the most recent).

In the majority of the studies involving the control of turbulent
boundary layer for skin friction drag reduction (as cited in the intro-
duction section), the VITA technique is used and usually compared
with the smooth baseline case. We feel that despite this method being
developed over a reasonable period just the smooth baseline case is
not thoroughly presented. Usually a percentage variation of the inten-
sity or burst frequency with respect to the smooth baseline are
reported but without any consideration of the actual values or how
they are influenced by the algorithm parameters (k and Tþ) or the
Reynolds number. In most of the cases, the results are shown only for
one or two normal-to-wall locations and this can lead to erroneous
assumptions (see Scarano et al., 2022; Silvestri et al., 2017).

The technique is based on the analysis of a single component
(1C) hot wire signal, the objective is to detect shear events in the tur-
bulent boundary layer, these events are associated with the bursting
activity generated by the passage of one or more coherent structures.

FIG. 11. Spectra of the streamwise velocity fluctuations at Yþ ¼ 100: (a) Reh ¼ 1750, (b) Reh ¼ 2750, and (c) Reh ¼ 3430. Dotted line is �5/3 slope.

FIG. 12. Premultiplied spectra of the streamwise velocity fluctuations at Yþ ¼ 15; 30; 100; and 300 and 2D contour: (a) Reh ¼ 1750, (b) Reh ¼ 2750, and (c) Reh ¼ 3430.
The arrow indicates increasing values of Yþ.
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The idea behind the VITA analysis relies on the conditional average of
the hot wire signal in a temporal interrogation window which has the
characteristic time of the burst. More specifically, a burst is detected
when the short-term RMS peak in the interrogation window is larger
than long-time RMS of the signal (see Sullivan and Pollard, 1996).

Let Q0ðxi; tÞ be a quantity varying in space and time. The short
term average of the variable over a time interval 2T around the current
time t is

bQðxi; t;TÞ ¼ ðtþT
t�T

Qðxi; sÞds; (8)

from which the temporal local variance can be computed

cvarðxi; t;TÞ ¼ cU2ðxi; t;TÞ � bU ðxi; t;TÞh i2
: (9)

The following Heaviside function is used as detection criterion:

DðtÞ ¼ 1 if cvarðxi; t;TÞ > k � r2
U ;

0 otherwise;

�
(10)

where r2
U is the variance of the total signal. It is possible to split accel-

eration events, @U
0

@t > 0, representative of the sweeps (Q4) and deceler-

ation events, @U 0
@t < 0, representative of the ejections (Q2). This

distinction is based only on the streamwise component of the velocity
and is less rigorous than quadrant analysis (Wallace, 2016), but it is
applicable in the near wall region where the bursting activity is domi-
nant and the quadrant analysis is not applicable with PIV data mea-
sured herein.

Two important parameters can be identified, the averaging time
T of the short term statistics and the threshold k. A threshold value k
between 0.8 and 1.2 is usually employed (Blackwelder and Kaplan,
1976). The time span has to be based on the characteristic time of the
duration of a bursting process, namely, between 10 and 20 viscous

time scales Tþ ¼ TU2
s

� (Blackwelder and Kaplan,1976; Sullivan and
Pollard, 1996). If the value of k can be chosen a posteriori, the value of
Tþ constraints the acquisition frequency. Indeed, a minimal number

Nb of samples is required in the time span 2Tþ to correctly character-
ize the evolution of a burst. The acquisition frequency is linked to the
aforementioned parameters by the formula

facqu >
NbU2

s

2Tþ�
: (11)

This formula permits to set, in the preliminary phases of an experi-
mental campaign, an adequate acquisition frequency knowing only
the value of the friction velocity. At least Nb¼ 10 points have found to
be necessary to correctly describe a burst, which means that the fre-
quency is strongly influenced by the friction velocity and consequently
by the flow Reynolds number as well as by the chosen time span. As
the acquisition frequency is linearly dependent on the Nb in order to
have a better temporal discretization of the bursts a higher acquisition
frequency is needed at higher Reynolds number. In the current experi-
ment, with facqu ¼ 20 kHz; Nb > 10 for all the flow conditions and
time span described below.

The average burst signature can be obtained by averaging all the
detected conditionally sampled events at a given value of Yþ. The
burst signature at Yþ ffi 20 is shown in Fig. 13 (for acceleration
events) in the three flow conditions, for fixed values of k and Tþ. The
shape of the burst signature remains unchanged for the three
Reynolds numbers associated with 10, 15, and 20m/s. However, the
burst temporal resolution with respect to the burst duration decreases
for higher Reynolds numbers and subsequently Nb decreases as well.
The “average burst intensity” is defined as the peak-to-peak value of
the average burst signature while the “average burst duration” is the
temporal interval between two peaks (see Silvestri et al., 2017; Scarano
et al., 2022). In the current investigation, an interpolation of the burst
signature is performed in order to have a better resolution to compute
the average burst duration for the higher Reynolds number.

If the VITA algorithm is applied to all the normal-to-wall acqui-
sition points in the boundary layer, one obtains the “VITA profiles” or
“burst profiles”: the frequency profile or burst number profile, the
burst intensity profile, and the burst duration profile. In Fig. 14, the
burst profiles are reported for three values of k and Tþ at 10m/s in

FIG. 13. Average burst signature (acceleration events): (a) Reh ¼ 1750, (b) Reh ¼ 2750, and (c) Reh ¼ 3430. Definition of duration and intensity are reported.
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FIG. 14. Burst frequency, intensity, and duration profiles: (a) effect of k for Tþ ¼ 15 at Reh ¼ 1750 (10 m/s), (b) effect of Tþ for k¼ 1 at Reh ¼ 1750 (10 m/s), and (c) effect
of the Reynolds number for k ¼ 1; Tþ ¼ 15.
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(a) and (b), respectively, whereas Fig. 14(c) shows the effect of the
Reynolds number for k¼ 1 and Tþ ¼ 15. The sampling time is found
not to influence the VITA profiles.

The burst frequency profile has a lobe with a peak value between
8 < Yþ < 16 depending on the Reynolds number. This is the region
of the boundary layer where the bursting activity is dominant as
reported by Blackwelder and Kaplan (1976). The outer lobe can be
related to the turbulent activity above the logarithmic region, linked to
large-scale motions. With increasing Reynolds numbers, both lobes
shift upward and attenuate (as discussed hereafter). The peak for the
highest Reynolds number is located in the region where most of the
turbulent kinetic energy is produced in a canonical boundary layer. It
can be further observed that the number of detected bursts decreases
as the Reynolds number increases. This is probably due to the decrease
in Nb with increasing the Reynolds numbers (at constant acquisition
frequency). This prevents from detecting of the bursts with a charac-
teristic time that is too short to be detected. As expected, the effect of

increasing k on the burst frequency profiles is to reduce the number of
the detection because only the most intense bursts are detected, while
the trend is opposite with Tþ. Increasing Tþ allows the detection of
bursts with longer duration that are filtered out for shorter time spans.

An increase in k corresponds to an increase in the average burst
intensity as only the strongest events are detected. The opposite trend
is found when increasing Tþ, which suggests that the short duration
events are stronger than the long duration ones that are filtered out
by smaller time spans. The highest intensity peak is located between
10 < Yþ < 20 regardless of the Reynolds number. An increase in the
peak magnitude can be evinced when Reh increases suggesting that the
bursts become more intense. The maximum duration of the bursts is
around Yþ ¼ 10. The duration profiles appear to depend only weakly
on the Reynolds number, while the value of the threshold k has no
effect on the profiles. As expected, the duration increases with Tþ as
larger events are detected.

The intensity profile obtained by separating the acceleration and
deceleration events are reported in Fig. 15. It can be seen that for the
higher Reynolds number, there is an increase in the Q2 (ejections)
intensity in the outer layer with a clear formation of a second lobe.
This suggests that the energy increase in the outer region can be due to
an increase in the momentum exchange between the inner and outer
regions of the boundary layer. However, in the outer layer, the inten-
sity associated with the deceleration events (ejections) is still lower
than that of the acceleration events (sweeps). This partially contradicts
the results obtained via quadrant analysis and reported by Wallace
(2016). In the outer part of the boundary layer, the Reynolds shear
stress due to ejections is predominant. However, it has to be kept in
mind that the two techniques are different and that the VITA tech-
nique does not take into account the vertical component of the velocity
vector.

V. LARGE-SCALE STRUCTURES
A. Uniform momentum zones

The presence of coherent structures in the logarithmic and outer
layer can be highlighted by the analysis of a snapshot of the streamwise
velocity from a PIV dataset. Zones of approximately equal momentum
can be identified (Adrian et al., 2000) (Fig. 16). These zones (called
“zones” to be distinguished from the “layers” which are defined with

FIG. 15. Intensity profile for the three flow conditions: (a) acceleration events
(sweeps, Q2) and (b) deceleration events (ejections, Q4).

FIG. 16. Uniform momentum zones detection: (a) snapshot and window size Lx (data inside the colored contour below the TNTI are considered to compute the PDF) and
(b) PDF of the streamwise velocity excluding the non-turbulent region, randomly chosen snapshot at 10m/s, flow from left to right.
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respect to the mean flow) are likely to be a manifestation of packets
and hierarchies of hairpin vortices which populate the boundary layer.
The detection of the so-called Uniform Momentum Zones (UMZs)
was first proposed by Meinhart and Adrian (1995) and then further
addressed by de Silva et al. (2016) and Heisel et al. (2020) who
strengthened the link between these zonal-like structures and the
AEM. They showed that the AEM induces synthetic velocity fields
that are compatible with the UMZs identifiable from PIV data. These
zones are associated with the most frequent instantaneous velocities in
the streamwise velocity field that can be detected from the peaks of the
streamwise velocity probability density function (PDF).

A fundamental preliminary step for the correct computation of
the PDF consists in the identification of the so-called Turbulent/Non-
Turbulent Interface (TNTI) (Chauhan et al., 2014). The detection of
the TNTI is fundamental because it allows discarding the vectors out-
side the turbulent region, which have a value approximately equal to
U1. The TNTI can be obtained by the turbulent kinetic energy defect,
which is calculated considering, for each point of the 2D PIV dataset, a
sub-grid of values of 3� 3

�kd ¼
1

9U2
1

X1
m;n¼�1

ðU 0m;n � U1Þ2 þ Vm;n
02

h i
; (12)

where the threshold (in percentage) depends on the turbulent intensity
in the wind tunnel (with the test model). In the current investigation
this value is set to 0.1%, value which was obtained from HWA mea-
surements (see Sec. II). The TNTI for the current dataset is located in
a region within 0:7d and 1:2d.

After having discarded the values outside the TNTI, each snap-
shot is divided in several non-overlapping windows extending each
across de the BL over a distance Lx in the streamwise (see Fig. 16).
The PDF of streamwise velocity is then constructed using 60 bins. A
correct computation of the PDF requires a sufficient number of veloc-
ity vectors; in the current case a value of 15� 103 vectors is achievable,
larger than the value of 5� 103 reported by de Silva et al. (2016). As
can be seen from Fig. 16, the relative maxima of the PDF represent the
most frequent velocities. These maxima in the streamwise velocity
PDF are associated with regions of approximately the modal velocities
Um. The velocity that separates two adjacent zones is named
“separation velocity” Us. According to de Silva et al. (2016), it can be
computed as the average of two adjacent modal velocity. The separa-
tion velocity of the outmost zone and the non-turbulent zone is the
velocity of the TNTI interface.

The extension of the spatial window size Lx has to be the order
of one boundary layer thickness (Adrian et al., 2000). At high
Reynolds numbers, according to de Silva et al. (2016), the influence of
Lx can be neglected in a range of 450 < Lþx < 2500. A value close to
Lþx ffi 2000 should be preferred. The parameter Lx acts as a filter.
Increasing the size of Lx , in fact, smooths the PDF thereby reducing
the number of UMZ detected (Li et al., 2020). In Fig. 17, the average
number of detected number of UMZs is plotted vs Lx . At the moder-
ate Reynolds numbers of the current investigation, and as can be seen
even in the study by Li et al. (2020), the effect of Lx cannot be consid-
ered as fully negligible. Figure 17 shows that Lx > d should be recom-
mended; in the current investigation the entire FOV has been used to
compute the UMZs as done by Cui et al. (2019). The resulting window
lengths are summarized in Table III, for the three velocities, both in
inner and outer scales.

The PDF of the number of UMZs detected for the three flow con-
ditions is reported in Fig. 18(a). The statistical convergence of the aver-
age number of zones detected, �NUMZ , is illustrated in Fig. 18(b). As
can be seen from Fig. 19, �NUMZ systematically increases with the
Reynolds number; when plotted against Res the behavior of the mean
number of UMZs matches the log-linear relation proposed by de Silva
et al. (2016). The log-linear increase in the mean number of UMZs is
linked to the number of packet-eddy hierarchies in the boundary layer
which has itself a log-linear increase with Reynolds number (de Silva
et al., 2016; Marusic andMonty, 2019).

It has to be highlighted that the results reported in Fig. 19
strongly suggest that the hierarchical arrangement of the coherent
structure in the logarithmic and outer layers can be observed even at
moderate Reynolds numbers as those of the current investigation and
this is a major finding of the current study. The UMZs are generated
by the clustering of low momentum pockets that form beneath one or
several hairpin vortices. The thickness of the low momentum regions
tends to increase away from the wall. This suggest, in agreement with
AEM, the existence of hairpin vortex hierarchies the size of which can
be scaled with the normal-to-wall position. The existence of the UMZs
at moderate Reynolds numbers would then underlie the presence of
hairpin vortices and prove that their hierarchical arrangement is a fea-
ture that extends to moderate Reynolds numbers as in the current
investigation.

The PDFs of all the modal and separation velocities detected are
plotted in Fig. 20. The presence of two peaks in the PDF of the modal
velocities and three peaks in the PDF of the separation velocities is
brought to light by these plots. Most peaks are slightly more pro-
nounced at higher Reynolds numbers, suggesting that the most fre-
quent modal and separation velocities increasingly dominate the
velocity field and the zones become more statistically relevant.
Conversely, for the lower Reynolds number, the PDF is slightly
smoother for most peaks.

FIG. 17. Effect of the streamwise detection window size Lx=d on the average num-
ber of UMZs detected.

TABLE III. Window size chosen based on inner and outer scales.

U1 (m/s) Lþ L=d

10 1250 1.92
15 1790 1.94
20 2350 2.03
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The PDF of the average separation location Ysep and the average
“vertical centroid” location Ycent of the detected UMZs are illustrated
in Figs. 21 and 22. The average separation location and the centroid
are calculated for each snapshot by streamwise averaging the separa-
tion locations and the midpoint between two separation locations
of two adjacent zones. In both PDFs, two preferential locations for
10m/s and three for 15 and 20m/s can be identified. They represent
the most frequent separation locations ~Y sep=d and centroid locations
~Y centr=d. The outer peak for the separation location represents the
most frequent TNTI. The average size t=d is defined as the streamwise
average of the normal-to-wall extension of the zone.

Each zone detected can then be associated with a modal veloc-
ity and to an average centroid location. It is possible to compute
the PDFs of the modal velocities based on the position of the asso-
ciated centroid location (Fig. 23). From Fig. 22, three normal-to-
wall ranges are chosen 0 < Ycentr=d < 0:2; 0:2 < Ycentr=d < 0:4,
and 0:4 < Ycentr=d < 0:6. The effect of the Reynolds number is
negligible. In Fig. 23(a) the peaks, representing the most frequent
modal velocities, are almost constant for values of Um=U1 approx-
imately equal to 0.65, 0.81, and 0.95.

The change of the average normal-to-wall extent of the structures
can be analyzed by looking at the average UMZ normal-to-wall exten-
sion t=d. The average size of the UMZs is reported in Fig. 23(b). The
PDFs are computed considered the associated modal velocity momen-
tum deficit ðUm � U1Þ=Us. Three ranges of momentum deficit in
wall units are considered: 0–4, 4–8, and 8–12 (increasing momentum
deficits correspond to regions that are closer to the wall). Figure 23(b)
shows that the average normal-to-wall extent t=d of the zones
increases systematically away from the wall, where the momentum
deficit decreases. This result can also be recognized for the single ran-
domly chosen snapshot analyzed in Fig. 21, on this figure, decreasing
momentum deficit regions are in the direction of increasing Um=U1.
This result is in line with the statement of de Silva et al. (2016) who

FIG. 18. (a) PDF of the number of UMZs detected and (b) convergence of the mean number of UMZs.

FIG. 19. Log-linear relation between �NUMZ and Res and literature data.

FIG. 20. PDF of the (a) modal and (b) separation velocity for the three flow
conditions.
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claim that size of the structures scales with the wall distance.
Subsequently, the hierarchical length scale distribution of the coherent
structures in the BL extends to low Reynolds numbers.

The effect of the Reynolds number seems to be negligible
for the two outer zones, while the size of the zone associated with
highest momentum deficit significantly grows along with the
Reynolds number. Considering that the zone associated with
higher momentum deficit approximately corresponds to the loga-
rithmic region of the mean velocity profile, this growth can be
related to the increase in the logarithmic layer extension at higher
Reynolds numbers.

VI. SUMMARY AND CONCLUSIONS

The majority of recent turbulent boundary layer experiments are
conducted at moderate Reynolds numbers due to limitations of the
experimental facilities and techniques. The study of the near wall cycle
and the bursting activity as well as the modification of the outer

structures are necessary steps, especially if the objective is to study
the effectiveness of wall bounded turbulence control techniques.
The present study aims at providing an experimental dataset of a tur-
bulent boundary layer grazing over a zero pressure gradient flat

FIG. 21. Randomly chosen snapshot at 10m/s. Definition of separation location
Ysep, centroid location Ycentr , and normal-to wall thickness t=d.

FIG. 22. PDF of (a) separation location
and (b) location of the centroid of the
zones.

FIG. 23. PDF of (a) the modal velocities grouped with respect to the centroid loca-
tions of the zones, 0–0.2, 0.2–0.4, and 0–4–0.6 and (b) extension of the UMZs for
the three flow conditions, grouped with respect to momentum deficit ranges 0–4,
4–8, and 8–12.
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plate at moderate Reynolds numbers (1700 < Reh < 3400; 600 < Res
< 1100). Two separate experimental campaigns are conducted with a
hot wire boundary layer probe connected to a traversing system and a
stereoscopic PIV setup.

Statistics are computed from the two experimental datasets. A
good match between the two datasets and with DNS data by Schlatter
and Orlu (2010) is reached. The evaluation of the skin friction using
Clauser’s chart technique and the fitting with the Spalding equation is
found satisfying showing no significant differences between the two
datasets and providing a good match with the literature. The decom-
position of the skin friction drag coefficient from the current PIV data-
set is not possible due to the lack of measurements close to the wall.

The near wall turbulent cycle is investigated with HWA using the
VITA technique. Details about the acquisition parameters as well as
the VITA algorithm parameters are provided. The burst profiles
(duration, intensity, and frequency) are computed and the variation
with the algorithm parameters and the Reynolds number are reported.
A peak corresponding to the region where the bursts occur and the
turbulent kinetic energy is produced can be highlighted in all VITA
profiles.

The near wall region is not captured with the current PIV setup,
but the PIV data allow us to compute the Reynolds shear stress. The
logarithmic and outer structures are investigated with PIV applying
the UMZs technique. The log-linear variation of the average number
of uniform momentum zones with Res is correctly captured. The dis-
tribution of modal velocities and separation velocities as well as the
position of the centroid of the zones and the separation location are
reported for the three flow conditions investigated. The size of the
zones increases with the normal-to-wall distance as well as the log-
linear variation of �NUMZ suggests that the hierarchical distribution of
length scales and the attached eddy model are valid even at moderate
Reynolds numbers. If the modification of the burst profiles in the pres-
ence of skin friction reduction is well documented in the literature, the
modification of the UMZs has to be further addressed.

The modification of the number, modal velocity, thickness, and
distribution of the centroid location of the uniform momentum zones
should reflect a modification in the hairpin vortex hierarchical
arrangement which would possibly contribute to the modification of
skin friction drag. The UMZs analysis should then allow one to study
the modification of the hairpin vortices in the presence of turbulent
boundary layer control techniques [some results are reported for span-
wise wall oscillations Li et al. (2020)] or to study the modification that
the boundary layers undergo in the presence of a pressure gradient [a
recent work has been published Thavamani et al. (2020)] or blowing/
suction boundary layers.
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