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A postprocessing methodology of microphone-array results for accurate source localization and separation is

described.Amethod constrained iterative restoration algorithmwith anassumptionof uncorrelated sources is used to

extract quantitative spectral results for multiple noise sources identified on a wall-mounted finite-span swept and

cambered airfoil tested in an open-jet aeroacoustic facility. This allows understanding of the contribution of each

source in the noise generation process. The total sound pressure level is reconstructed from the individual spectra of

each noise source and extrapolated in the far field to be compared with a single-microphone spectrum. The Bayesian

algorithm is used to improve the comparison between reconstructed and experimental spectra because it takes into

account the coherent nature of the sources. The analytical models of the source mechanisms and of their spanwise

correlation are proposed as a tool to define future improvements.

Nomenclature

A0 = reference area
b = beamforming output
b = vector of beamforming map
bF = focalization output
C = cone of positive semidefinite matrices
c = chord length
c0 = speed of sound
D� = set of diagonal matrices having positive or null

elements
E = Fresnel integral
f = frequency
G = two-dimensional free-space Green’s function
H = matrix of steering vectors
H†

λ
= regularized pseudoinverse of matrix H

h = vector of the propagation model from the focus
point to the microphones

hFF = propagation vector from the source point set to the
far-field microphone

k; k1 = acoustic and aerodynamic wave numbers
L = span length
L = analytical radiation transfer function

Lp = sound pressure level
l = norm
l�y1� = unsteady lift distributed along the airfoil
ly = spanwise correlation length
M0 = mean flow Mach number
N = number of fast Fourier transform bins or number of

eigenvalues Nm

Nm = number of microphones
Ns = number of steering vectors h
p = vector containing the measured data at specific

frequency
q = source amplitude vector
R = radius of the sphere
ri = Euclidean distance between the scan point and the

microphone i
Spp = power spectral density of far-field acoustic pressure
Spp = measurement covariancematrix at agiven frequency

(also called microphone cross-spectral matrix)
Sqq = source covariance matrix at a given frequency

(also called source cross-spectral matrix)
Suu = streamwise velocity power spectral density
Sww = upwash-velocity power spectral density
S0 = convection-corrected distance
si = ith diagonal element of ~Sqq

spp = sound power level
Tr = matrix trace
t = time
U0 = mean flow velocity
w = amplitude of the incident velocity fluctuations atω
(x1; x2; x3) = coordinates for observer
(y1; y2) = coordinates for the source with origin at midchord
α = angle of attack
Γ = array response matrix
Δx = size of the discretization mesh cell
Λ = turbulence integral length scale
Λmax = the greatest eigenvalue of matrix H
λ = regularization parameter
μ = convergence parameter
ρ0 = mean flow density
ω = angular frequency
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Superscripts

(k) = value at kth iteration
� = conjugate transpose operator
∼ = estimated quantity computed from sound source-

localization algorithm

I. Introduction

I N MOST experiments investigating airfoil noise from far-field
measurements using single microphones, which are typically

performed in open-jet anechoic wind tunnels, two main issues are
identified. First, the noise from the tested airfoil is contaminated by
somebackground noise generally caused by the nozzle jetmixing and
the interaction of the jet with other surfaces such as endplates.
Usually, this background noise is assumed to be uncorrelated with
the targeted airfoil noise and ismeasured separately without an airfoil
so that it can be subtracted from the noise measured with the airfoil
installed [1,2]. Thismakes extraction impossiblewhen airfoil noise is
masked by the background noise, and consequently reduces the
frequency range of investigation. Second, airfoil noise itself is the
result of multiple noise source contributions, such as turbulence-
interaction noise at the leading edge, trailing-edge noise, tip-vortex
associated noise, and possibly leading-edge vortex-induced noise
[3,4]. The two latter mechanisms are clearly observed in experiments
with a free airfoil tip of significant sweep and loading, which is the
case in the present work, as detailed in Sec. IV. Additional noise
sources could also be present in the nearwakewhen theMach number
is increased, as recently evidenced by Wu et al. [5] on the controlled
diffusion airfoil. The single-microphone measurements do not allow
separating these different contributions, which is a serious issue
whenever more than one mechanism contributes to the noise.
The far-fieldmicrophones allowmeasuring the radiated sound and

its directivity. Completing these far-field measurements with micro-
phone-array localization techniques that can be used to separate the
sources and to provide quantitative estimates of each of them is of
primary interest. Several methods such as classical beamforming [6],
De-convolution Approach for the Mapping of Acoustic Sources
(DAMAS) [7], andCLEAN-SourceCoherence (SC) [8], for instance,
have been developed. Yet, the accuracy of such noise source extrac-
tion methodologies and the practical issues inherent to the localiza-
tion algorithms used are seldom addressed in the literature. The
recent AIAA benchmark [9,10] dedicated to testing various array-
processing methods on synthetic signal and actual measurements
showed that there was not any perfect method and, depending on the
parameters of sources, one could provide more reasonable results
than another. Therefore, the appropriate source-localization method
should be chosen for the particular case studied so that physical
features of the generated noise sources are taken into account.
The present studydealswith the application of several known source-

localization methods: not only to detect but also to quantify multiple
noise sources of the swept-finite airfoil. The source-localization studies
of the leading- [11] and trailing-edge [12,13] noise sources were con-
ducted previously in a classical setup with the airfoil held between two
endplates. However, as was pointed out in previous works [14,15], the
flow around thewall-mounted finite length airfoil is three-dimensional,
and additional noise sources such as airfoil tip vortices can contribute to
the process [16], especially at high effective angles of attack. The results
of the source localization with the beamforming method reported in
Refs. [14,15] show the existence of a junction noise source at low
frequencies, increasing with the angle of attack; a trailing-edge noise
source dominating at middle frequencies for low angles of attack; and a
trailing-edge tip source observed at high frequencies.
The present study is also part of a project focused on broadband-

noise mechanisms involved in contrarotating open rotors. The acous-
tic and aerodynamic measurements for a wall-mounted finite-span
swept airfoil have been conducted at the École Centrale de Lyon
(ECL), and some preliminary results have been presented by Giez et
al. [3,4]. Several angles of attack were tested in clean flow and a
turbulent stream to have different physical effects, such as a leading-
edge vortex and a leading-edge turbulence impingement. The present
work proposes an advanced analysis of the source-localization

results. First, the cross-spectral matrix fitting method called the
constrained iterative restoration algorithm (CIRA) [17] is compared
to a focalization algorithm and is used to calculate the power of
individual noise sources. The comparison between the calculated
noise spectrum with the far-field single-microphone measurement
shows some discrepancies at low frequencies that might be attributed
to the assumption of uncorrelated noise sources in the CIRAmethod.
To improve the calculated spectrum, the iterative Bayesian focusing
[18] algorithm based on theBayes rule is applied. Thismethod allows
including the coherence of the sources into the reconstruction proc-
ess. Beyond the need to properly characterize the individual sources
and their ranking as a function of the configuration, the study is also
meant to build a database for each of them in view of the validation of
analytical and numerical predictions for various mechanisms. One of
the dominant mechanisms is the leading-edge noise produced by
impinging turbulence. The analytical model of the leading-edge
noise based on Amiet’s theory was developed for the swept airfoil.
The interest of the turbulence-interaction noise model is that it
provides a theoretical expression for the correlation length of the
sources: once tuned on measured velocity fluctuations. It is used to
stress the underlying issue related with the assumption of uncorre-
lated sources in some microphone-array postprocessing techniques.
Section I describes the experimental setupwith the finite swept airfoil

at the ECL. Section II presents an analytical model for the leading-edge
turbulence-interaction noise, which assessed estimates of the noise
source correlation length. Section III outlines the postprocessing tech-
niques, such as conventional beamforming, cross-spectral matrix fitting
CIRA, and iterative Bayesian focusing algorithms. Section IV shows
source-localization maps produced by the first two aforementioned
methods, spectra provided by the CIRA method for separated noise
sources observed at various flow conditions, and comparison of the
reconstructed spectra byCIRAand iterativeBayesian focusingmethods
with measured far-field spectra. Finally, some conclusions are drawn.

II. Experimental Setup

A series of experiments has been carried out in the large open-jet
anechoic wind tunnel of the École Centrale de Lyon with a converg-
ing nozzle with a 300 × 400 mm rectangular section. The flow is
delivered by a subsonic centrifugal fan, and the residual turbulence
intensity is 0.5%. An additional grid that generates a turbulence
intensity of 8% is used to investigate turbulence-interaction noise
more specifically. The flow speed ranges from 30 to 100 m∕s (chord-
based Reynolds numbers from 2.9 × 105 to 11 × 105, and a maxi-
mum Mach number close to 0.3) [3,4].
A swept cambered airfoil with a chord length of 150 mm, a span

length of 250mm, a sweep angle of 35 deg, and a relative thickness of
4% with a free tip is mounted on a single endplate. A rotating disk
allows varying of the geometrical angle of attack from 0 to 11 deg.
The airfoil/plate junction at the leading edge is located 200 mm
downstream of the wind-tunnel nozzle, and the whole mockup is
embedded well inside the potential core of the jet so that the direct
interaction with the jet shear layers is avoided. It must be noted that
the convection effect and the refraction that occurs across the shear
layers of the wind-tunnel jet are corrected in the postprocessing
described in Sec. III. Far-field single-microphone measurements
are made normal to the mockup 2 m away from the leading edge in
the midspan plane. A piezotronic type 426B03 quarter-inch micro-
phone is used.
The microphone array used for source localization is made of 81

digital Micro Electro Mechanical Systems (MEMS) microphones
arranged in a nine-arm spiral structure covering a circular surface of
0.6 m in diameter developed by MicrodB (Fig. 1). It is placed at a
normal distance of 50 cm from the airfoil outside of the flow (Figs. 2
and 3). The localization is made on both airfoil sides: test 1 was for the
phased array facing the suction side of the airfoil, and test 2 was for the
phased array facing its pressure side. For each experimental configu-
ration, the signals of all probes are simultaneously recorded by the
National Instruments multichannel acquisition system. It is worth
noting that the far-field measurements (test 3 in Fig. 2) and source-
localization measurements were not conducted simultaneously.
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Therefore, themicrophonearraydidnot interferewith the far-fieldacoustic
measurements. From the point of view of the airfoil, the array and the far-
field microphone are located approximately in the same direction.
The use of MEMS microphones in a flat array raises an expected

high-frequency artefact. Each microphone is mounted in a small

cavity that induces a resonance around 18 kHz. This effect has been
pointed out by Humphreys et al. [19]. The resonance needs to be
corrected via a calibration procedure. A typical microphone response
curve is presented in Fig. 4, showing the resonance in the high-
frequency range. A correction filter is also shown; it is used to partially
compensate for the resonance effect for frequencies below 18 kHz.
Thus, when used for noise source strength quantification, the

recommended use of the array is limited to frequencies below
10 kHz. However, this work investigates exploratory ways to study
airfoil noise, including the very high-frequency range. Thus, source
maps are shown above 10 kHz, even though this is beyond the
operational frequency range recommended by the array manufac-
turer. The corresponding estimated error can reach 5 dB between 10
and 17 kHz and 10 dB between 17 and 20 kHz.

III. Analytical Model of Leading-Edge Noise

Analytical models, if available, provide a clear understanding of
basic features that help with the interpretation of the noise source-
localization results. Amiet’s model of sound generation by interac-
tion of vortical disturbances on a leading edge is discussed in this
section, mostly in connection with high-frequency airfoil-noise
sources. Such sources are clearly apparent in the source maps pro-
duced by the microphone-array postprocessing in the present study
with grid-generated turbulence. Yet, they can hardly be extracted
from the background noise in the high-frequency part of the spectrum
when investigated with a single far-field microphone.
Amiet’s model of turbulence-interaction noise at a leading edge is

chosen here because it has proven its efficiency in predicting the
broadband noise of thin airfoils [20–23]. For convenience, it is first
considered in a two-dimensional context, assimilating the airfoil to a
thin rigid segment of chord c embedded in a parallel uniform mean
flow of speedU0. Themodel allows deriving a closed-form expression
for the unsteady liftl�y1� distributed along the airfoil chord bymaking
use of the Schwarzschild technique [24,25]. This distribution corre-
sponds to perfectly correlated equivalent dipoles at the considered
frequency, in the usual sense of the acoustic analogy [26]. It reads

l�y1� �
2ρ0U0we

iπ∕4��������������������������������
π�1�M0�k1y1

p ei�1−M0��kc∕2β2��1�2y1∕c�

×

(
1 −

����������������������
2

1� 2y1∕c

s
− E

�
kc

β2
�1 − 2y1∕c�

�)
(1)

in which y1 is the chordwise coordinate with an origin at midchord; ρ0
andU0 are the mean flow density and speed;w is the amplitude of the
incident upwash-velocity fluctuations normal to the airfoil at angular
frequency ω; k � ω∕c0 and k1 � ω∕U0 are the acoustic and aerody-
namic wave numbers, respectively;M0 � U0∕c0; and β2 � 1 −M2

0.
E is the Fresnel integral

Fig. 1 Scheme of the microphone array.

Fig. 2 Sketch of top view of experimental setup (not scaled). Three tests
conducted: test 1) measurements with microphone array facing suction
side, test 2) measurements with microphone array facing pressure side,
and test 3) far-field measurements.

Fig. 3 Photograph of experimental setup: top view.

Fig. 4 Typical response curve of a microphone of the phased array,
showing the high-frequency resonance.
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E�ξ� �
Z

ξ

0

eit�������
2πt

p dt

In two dimensions, the sound radiation of the lift distribution can be
computed numerically by making the scalar product with the normal
derivative of the two-dimensional free-space Green’s function in a
uniformly moving fluid. This function, with the present convention
eiωt for the time Fourier transform, is written as

G�x; y� � i

4β
e−ikM0�x1−y1�∕β2H�1�

0

�
krs
β2

�
(2)

with r2s � �x1 − y1�2 � β2�x2 − y2�2. Here, x � �x1; x2� is the
observer point and y � �y1; y2 � 0� is the source point.
Typical instantaneous pressure fields reconstructed this way are

shown in Fig. 5. At 2 kHz, the chord length is in the same order of
magnitude as the wavelength and the theory predicts distributed
sources (in essence coherent all along the chord), which are not
strongly concentrated at the leading edge. This distributed character
corresponds to wave fronts neither clearly originating from the lead-
ing edge nor looking like spherical wave fronts. This suggests that an
algorithm based on distributed uncorrelated monopoles that have
spherical wave fronts will not precisely localize the source. More-
over, the trailing-edge noise also contributes in the experiment, with
the same distributed character of theoretical sources (same Green’s
function) and similar wave front patterns concentrating only moder-
ately at the trailing edge; whereas the theoretical wave fronts only
refer to leading-edge noise. Apart from the wave front shift due to
convection, both sources have nearly symmetrical radiating proper-
ties. Both sources of trailing-edge noise and leading-edge noise can
hardly be discriminated with microphone-array algorithms at “rela-
tively” low values of kc. Figure 5 illustrates the difficulty of locali-
zation at a precise point at 2 kHz. However, at 10 kHz (and for lower
values), the chord covers several wavelengths. Therefore, two
sources can be identified by algorithms at high frequencies, indepen-
dent of the fact that the resolution possibly depends on the applied
postprocessing technique.
Amiet’s model also provides an expression for the far-field sound

pressure Power Spectral Density (PSD). In the simple case of a
rectangular airfoil of large aspect ratio, and for an observer in the
midspan plane, this PSD reads

Spp�x;ω� �
�
ρ0kcx3
2S20

�
2

πU0

L

2
Φww�k1; 0�jL�x1; k1; 0�j2 (3)

with

Φww�k1; 0� �
U0

π
Sww�ω�ly�ω�

where Sww�ω� is the upwash-velocity spectrum, and ly�ω� is the
associated correlation length. L is an analytical transfer function,
which is not detailed here. An extended version of this result account-
ing for sweep and other details was given by Giez et al. [3,4] and
Quaglia et al. [27] but is not essential to the present discussion. It is
enough to retain that the statistical quantities Sww and ly of the
incident turbulence determine the sound radiation. Once the comple-
mentary streamwise velocity spectrum Suu is measured by hot-wire
anemometry and properly fitted by a von Kármán or Liepmann
model, an estimation of Sww is obtained by assuming isotropy and
sound predictions can be made [28]. The fitting in the present experi-
ment generates values of the turbulent intensity and of the integral
length scale Λ that are 8% and 2 cm, respectively. Also, ly�ω� is
deduced from Λ. Paterson and Amiet [21] pointed out that the
spanwise correlation length of the induced lift on the airfoil is larger
than the correlation length of the turbulence by typically a factor of
about 1.6. Combined with the effect of sweep, this makes a factor of
two reasonably expected in the present case.
The integral length scale Λ is 2 cm, which leads to the estimated

spanwise correlation length reported in Fig. 6. More precisely, this
length is made dimensionless by the 1 cm discretization step of the
localization map, detailed later on and expressed in equivalent deci-
bels. This rough analysis suggests that, beyond 4 kHz, the correlation
length is smaller than the discretization step. This also occurs below
200 Hz but at so low frequencies the localization technique becomes
less accurate and the jet noise becomes important. As long as the

Fig. 5 Maps of typical instantaneous acoustic pressures radiated by an airfoil according to two-dimensional Amiet’s model. High-frequency regime:
a) 2 kHz and b) 10 kHz. Also, c � 15 cm and U0 � 90 m∕s, with typical array location along dashed–dotted line.

Fig. 6 Estimated ratio of spanwise correlation length to microphone-
array discretization step Δx � 1 cm.
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discretization step is larger than the correlation length, assuming
uncorrelated cells in the localization is proper. Therefore, the source
quantification can be used to reconstruct the far field in a convincing
way, aswill be presented in the next section. At frequencies for which
the discretization step is smaller than the actual correlation length, the
microphone-array postprocessing underestimates that length because
adjacent cells are assumed uncorrelated. The approximation of
Eq. (3) shows that the far-field predicted sound in the transposition
procedure is also underestimated. When the ratio plotted in Fig. 6 is
positive, it corresponds to the expected underestimate of the turbu-
lence-interaction noise level; and its value can be used to somewhat
empirically correct the far-field spectrum at low frequencies pro-
duced by the transposition procedure.

IV. Postprocessing Techniques

Three existing sound source-localization algorithms are used in the
present investigation: the conventional beamforming [6], a cross-
spectral matrix fittingmethod called the CIRA [17], and the Bayesian
algorithm [18]. They are briefly presented in this section and com-
pared to each other. For an exhaustive comparison with the literature,
the interested reader should refer to the works of Leclére et al. [29]
and Merino-Martinez et al. [30]. It is here intended to compare these
three existing sound source algorithms under the light of the present
aeroacoustic experiment and to evaluate their ability to estimate the
acoustic spectrum at any observer position using array measure-
ments. Of particular concern is the question of the source coherence
length, which may produce biased estimates of acoustic spectra as
explained in Sec. II. In this section, a time Fourier transform and an
ensemble-averaging analysis are systematically applied as a prepro-
cessing of all variables, and all variables except distances are func-
tions of frequency. The presented algorithms are applied separately
over the frequency range of interest.

A. Beamforming Algorithm

The conventional beamforming (CBF) algorithm [6] is a standard
method used as a reference array-processing technique because of its
robustness when comparing predictions to noise measurements and
its limited computational cost. The main drawbacks are the low
spatial resolution, especially at lower frequencies, and the poor
dynamic range due to numerical artefacts known as side lobes.
LetNm be the number ofmicrophones in the array andh a complex

�Nm × 1� vector representing the propagation model from the focus
point to themicrophones. The problem to be solved separately at each
frequency is

~b � argmin
b∈R�

kSpp − bhh�k2F (4)

where Spp is the [Nm × Nm] measurement cross-spectral matrix, and
b is the beamforming output. The quantity bhh� is a synthetic cross-
spectral matrix (CSM) produced by an isolated source located at the
scan point with a squared amplitude b and with a directivity pattern
corresponding to h. It is worth noting that h encompasses both
characteristics of the source (as the directivity pattern) and propaga-
tion features. In most applications, the steering vector h is chosen as
the three-dimensional (3-D) free-field Green’s function, correspond-
ing to a monopole, such that its elements are

hm � e−ikri

4πri
(5)

where ri is the Euclidean distance between the scan point and micro-
phone i, and k is the acoustic wave number. It is possible to modify
the steering vector to include specific propagation effects as the
convection of sound waves by a wind-tunnel flow. Convected dis-
tances [31] are used throughout this work instead of the Euclidean
distance to this end.

It can be shown that the solution of Eq. (4) is

~b � h�Spph

jh�hj2 (6)

From Eq. (6), it is clear that beamforming is a point-to-point
process because the array must be successively pointed toward
several scan points by means of a numerical change in the steering
vector h. Thus, each point of the grid is considered independently of
its neighbors.
The strong single source assumption has several consequences:

first, when several sources are present, energy leakage occurs from
one focus position to another, and it is not possible to exactly recover
the amplitude of any of the sources. This remark basically motivated
the development of cross-spectral matrix fittingmethods as presented
in Sec. III.B. Second, the source correlation effects are not included in
this simple model: nor is the possibility to depart from the directivity
pattern expressed inh. In the presence of spatially correlated sources,
this can bring significant and uncontrolled discrepancies in power
estimates using CBF.
For these reasons, the beamforming principle is not used in this

study as ameans to quantify aeroacoustic sources but only as a tool to
localize the different regions of noise generation. Elias [32] formu-
lated a localization problem instead of the quantification problem of
Eq. (4) and obtained the following solution:

~bF � h�Spph

jh�hjTr�Spp�
(7)

where bF is referred to as the “focalization” output to be distin-
guished from the beamforming output, and Tr�Spp� is the matrix
trace. Note that the difference between Eqs. (4) and (7) lies in the
denominator power. It yields a different distance weighting for the
monopole model of Eq. (5). In practice, this enhances the spatial
resolution at the expense of a loss of quantitative estimation. In the
following, the focalization indicator [Eq. (7)] will thus be used. It is
worth noting that different normalizations of the steering vector were
discussed by Sarradj [33].
Finally, in the beamforming and focalization algorithms, the

diagonal removal process has been used, which basically ignores
the diagonal terms of the vector matrix products in Eqs. (6) and (7).
The purpose of the diagonal removal process is to minimize shear
layer noise contamination, and it is now standard in microphone-
array postprocessing in wind tunnels [31]. It is applied in this work in
both the focalization and CIRA algorithms.

B. Cross-Spectral Matrix Fitting Algorithm

To overcome the limitations of beamforming in both resolution
and the dynamic range, cross-spectral matrix fitting algorithms have
been developed for aeroacoustics since 2000 for aeroacoustics [7,34].
The main idea is to replace the single source assumption by a
distributed uncorrelated source assumption so that all sources are
considered at once. Basically, the aim of the deconvolutionmethod is
to remove the blurring effects of the inverse operator from the source
energymap. Those effects are defined by the point spread function of
the array. While deconvolution problems are expressed in the beam-
formingmapdomain, the cross-spectralmatrix fitting problem search
for the source distribution amplitude that explains, at best, the mea-
sured CSM is then searched. Similar to Eq. (4), if the Ns steering
vectors h are cast in a single [Nm × Ns] matrix H, the new problem
formulation reads

~Sqq � argmin
Sqq∈D�

kSpp −HSqqH
�k2F (8)

where D� represents the set of diagonal matrices having positive
or null elements. Here and in the following, theHmatrix consists of a
set of arbitrary model vectors, representing any type of source
directivity and propagation path. Sqq represents the source covari-
ance matrix at a given frequency; it is forced to be diagonal in this
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class of algorithms. The quantity HSqqH
� is a synthetic CSM pro-

duced by the source distribution located on the scanning point set, with
the amplitude specified in matrix Sqq and directivity patterns defined
by the transfer matrixH. The positivity constraintD� arises naturally
from the fact that diagonal elements of ~Sqq are source autospectra.
Equation (8) is common to many cross-spectral matrix fitting

algorithms like the Spectral Estimation Method (SEM) [34], Covari-
ance Matrix Fitting approach (CMF) ([35] or [36]). The assumptions
in deconvolution algorithms like DAMAS [7] are similar. The differ-
ence between these algorithms lies in the technique employed to find
a (possibly not unique) solution. The version used in this workmakes
use of a constrained iterative restoration algorithm [37] to solve the
problem described in Ref. [36]. The method is explained in the
following. It has been chosen because of its good convergence
performances. In the end, all aforementioned deconvolution and
cross-spectral matrix fitting algorithms are expected to yield similar
results, provided that the same convergence criteria are used.
The beamforming outputs b for all candidate source positions are

gathered in a [Ns × 1] vector b called the beamformingmap. LetΓ be
the [Ns × Ns] array response matrix defined by

Γij �
PNm

m�1

PNm
n�1 HmjH

�
miHniH

�
njPNm

m�1

PNm

n�1 jHmjj2jHnjj2
(9)

Let us also s�k�i denote the ith diagonal element of ~Sqq

(i � 1 : : : Ns) at iteration k. These values are assembled in a
[Ns × 1] vector s�k�.
The initialization is s�0�i � 0 for all sources i. At each k iteration,

the first step is to compute the error vector between the initial CBF
map b and a modeled beamforming map Γs�k−1� produced by the
source distribution found at the previous iteration:

e�k� � b − Γs�k−1� (10)

Then, the solution is updated from the computed error:

s�k� � s�k−1� � μe�k� (11)

where μ is a user-defined convergence parameter that controls the
weight given to the error in the solution update; it ensures the
algorithm stability. Parameter μ has to be chosen as large as possible
tomaximize the convergence speed.However, high values can lead to
severe oscillations during the iteration process, preventing conver-
gence. A critical value for μ is thus sought, which produces the
highest convergence speed while keeping the algorithm stable.
Noting that the combination of Eqs. (10) and (11) yields an arith-
metic–geometric sequence, a convergence radius can be derived:

μ � 2

Λmax

(12)

where Λmax is the greatest eigenvalue of matrixH. At each iteration,
the partial solution is constrained to positive values: s�k�i � 0 if
s�k�i < 0. Computations are stoppedwhen the threshold for the relative
error (10−4) is reached or when a large number of iterations (1000)
has been computed.
Deconvolution and cross-spectral matrix fitting algorithms are

known to provide a much better spatial resolution and dynamic range
than conventional beamforming and focalization formulations [8–10].
Regarding coherence length considerations, the sources are perfectly
uncorrelated in the cross-spectral matrix fitting model because ~Sqq is
required to be diagonal in Eq. (8). If spatial correlation exists in the
physical situation with a physical coherence length ly, the source

correlation features will not be reproduced correctly by ~Sqq. It is
expected that the radiated field of the estimated sources will be similar
to the field radiated by a source distribution exhibiting a coherence
length ~ly close to the chosen discretization mesh size ~ly ≃ Δx. When
~ly is different from ly, biases in source power estimates could occur

using the CIRA algorithm as a consequence of the error analysis in the
coherence length shown in Fig. 6. One of the goals of Sec. IV is to
quantify these errors from experimental data in various coherence
length configurations.

C. Iterative Bayesian Focusing

Other postprocessing algorithms do not use the assumption of
uncorrelated sources and are more likely to deal with spatial corre-
lation effects. A first example is the DAMAS-C [38] algorithm,
which solves the following problem:

~Sqq � argmin
Sqq∈C

kSpp −HSqqH
�k2F (13)

where C is the cone of positive semidefinite matrices; Sqq ∈ C
specifies that Sqq is Hermitian or “CSM-like.” Unlike Eq. (8), this
formulation allows taking into account the correlation length, as was
mentioned by Fleury et al. [39] and Fleury and Davy [40], because
off-diagonal values of ~Sqq are not forced to be null. However due to
its large computational cost, DAMAS-C has limited experimental
applications [30].
Another class of coherence compatible algorithms is inverse tech-

niques [41,29]; they involve a pseudoinversion of the transfer matrix
H. Generalized Inverse Beamforming (GIB) [42], Inverse Frequency
Response Function (iFRF) [43], and Bayesian focusing [18] all
belong to this group ofmethods. Rather than stating themathematical
formulation in a quadratic form as in Eq. (13), a linear form is used:

~q � argmin
q∈Cn

kp −Hqk22 � λ2kqkll (14)

where p is a [Nm × 1] vector containing the measured data at a
specific frequency; it typically contains the complex pressure values
of a fast Fourier transform (FFT) snapshot with index i over the set of
microphones, or one of the principal components (eigenvector scaled
by its corresponding eigenvalue square root) of the measured CSM.
In Eq. (14), the first term kp −Hqk22 represents the residue in the
pressure data fitting, which is a linear variation of the quadratic
argument term in Eq. (13). The second term λ2kqkll is a penalization
term on the solution l norm. It helps avoid stability problems due to a
possible low conditioning of matrixH. The norm 0 ≤ l ≤ 2 is known
to force the solution sparsity for the smallest l values. The balance
between the two terms is given by the regularization parameter λ,
which must be chosen with care and be in agreement with the signal-
to-noise ratio in the measurements. Spp is linked to pi through

Spp � 1

κ�N�
XN
i�1

pip
�
i (15)

where N is either the number of FFT bins or the number of eigen-
values Nm. Also, κ�N� � N in the first case and κ�N� � 1 in the
second one. Similarly, once the N source amplitude vector estimates
~qi (i � 1:::N) are found, the source CSM can be estimated:

~Sqq � 1

κ�N�
XN
i�1

~qi ~q
�
i (16)

To find solutions ~qi of Eq. (14), Antoni [18] proposed theBayesian
focusing algorithm. It is based on a statistical approach of the sound
source reconstruction problem given by Eq. (14) with l � 2. The
algorithm involves the computation of a regularized pseudoinverse
H†

λ ofmatrixH. The choice of the regularization parameter λ employs
an empirical technique [44], and thus depends onSpp. Others steps of
H†

λ computation only usemodel information contained inH and prior
matrices. Details of the resolution are not given in this paper. The
interested reader should refer to Refs. [18,44–46]. OnceH†

λ is calcu-
lated, it is actually not useful to compute explicitly pi and ~qi; the
estimated source CSM is directly linked to Spp and H†

λ :
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~Sqq � H†

λSppH
†�
λ (17)

A specific aspect of the Bayesian focusing is the possibility to
incorporate it in an iterative process so that the spatial resolution is
gradually refined [45,46] because it is equivalent to solving Eq. (14)
with a lower l value, thereby enforcing the sparsity of the solution. In the
meantime, the hyperdirectivity of the reconstructed sound field toward
the array, which is a known drawback of the least-square solution of the
linear equation [Eq. (14)] is also significantly reduced. This last point
helps to predict the sound pressure at positions where the array micro-
phone is absent, as will be shown in Sec. IV. The iterative Bayesian
focusing (IBF) with 30 iterations has been applied in the present work.
This visually provides agoodcompromisebetween the spatial resolution
improvement and the preservation of the extended nature of the sources.
Another particular feature of this algorithm is its ability to include

prior knowledge on the source position, on the source correlation, and
on the possible correlation with extraneous noise sources. However,
this feature is not used in the present study, and all prior correlation
matrices are set to unity.
Since ~Sqq is not required to be a diagonal matrix, inverse methods

are well suited to provide information on the source correlation from
the off-diagonal values, such as an estimate of the source coherence
function that depends on the source spacing and the frequency. The
physical validity of this information is still a matter of research and is
one of the topics of this work. Nonetheless, it is expected that IBF is
less sensitive to the power estimate errors described in the previous
section than the CBF and CIRA: especially in cases where ly > Δx.

V. Source-Localization Results

The present section shows the comparison of source-localization
maps provided by focalization and CIRA methods. The far-field
sound pressure level spectra reconstructed for each noise source by
the CIRA method are summed and compared with the far-field
measured spectrum. The Bayesian method is used to improve the
reconstruction spectrum. All calculations have been done for 5 s
signals at frequencies ranging from 0.2 to 20 kHz. The frequency
resolution is 10 Hz with a sample overlap of 50%. The discretization
step of the localization map is 0.01 m.
The beamforming technique applied in previous work [4] showed

that several noise sources can be observed, depending on the con-
figuration and the frequency range: 1) the interaction with the boun-
dary layer at the junction of the airfoil with the plate, 2) the airfoil tip
section where the tip vortex develops, 3) the leading-edge turbulence
interaction, 4) the scattering of boundary-layer turbulence at the
trailing edge, and 5) special sources associated with the formation
of a leading-edge vortex.
Various configurations with different angles of attack and turbu-

lence intensities were selected to characterize each source. The most
detailed investigation was donewith the CIRAmethod, which allows
us to separate the sources and to obtain quantitative estimates of the
associated spectra. The acoustic levels are presented with respect to
some reference level (RL).
Figure 7 shows the localizationmaps calculated by the focalization

and by the CIRA method for the configuration at a 9 deg angle of
attack and 90 m/s with a residual turbulence intensity of 0.5%.

Fig. 7 Source-localization maps at α � 9 deg and 90 m∕s. Residual turbulence intensity is 0.5% (clean flow). Focalization and CIRA maps present
source peak level contours and source intensity per unit area, respectively.
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The focalization depicts source peak level contours, whereas the
CIRA maps the source intensity per unit area. At low frequencies,
theCIRAmethod performsmuch better to identify the noise source at
the tip. This configuration also has noise sources at the junction, at the
leading and trailing edges, and at the trailing-edge tip corner. The
unexpected shift of the trailing-edge noise source as viewed from the
suction side was observed despite wind-tunnel corrections, whereas
the localization as viewed from the pressure side seemsmore accurate
and reliable. This shift is most likely caused by the slight misalign-
ment of the microphone array and the airfoil or the nozzle exit.
The scanned plane was subdivided into eight zones: four for the

leading–edge (LE) area and four for the trailing-edge (TE) area, as
shown in Fig. 8 by the rectangular boxes. If the noise source is the
same for several zones (e.g., zones LE2, LE3, and LE4, including the
leading-edge vortex in Fig. 8), then the recombined spectrum was

calculated. This allows analyzing of the contribution of each source
in the airfoil self-noise configuration, presuming that each zone is
dominated by only one source, by comparing the associated pressure
spectra.
For the CIRA algorithm, the following formula is used to convert

the sound power levels (SWLs) produced by the localization algo-
rithm into sound pressure levels (SPLs) in decibels:

Lp � ~spp − 10 log10

�
A

A0

�
(18)

where Lp is the SPL, ~spp is the SWL computed from the diagonal of
matrix ~Sqq in Sec. III.B, A � 4πR2 is the area of the sphere of radius
R � 2 m (distance from the airfoil to the far-field microphone in the
present case), and A0 is the reference area of 1 m2.
Equation (18) is an approximation because propagation effects are

not included: flow convection, reflection on the mounting plate, and
nozzle diffraction. Moreover, the CIRA method does not provide
estimates of the source directivity, other than the one encoded in the
model matrix H. The CIRA technique assumes equivalent monop-
oles as sources, whereas the true sources have a dipole directivity.
Even though the array is far enough from the angular range of
extinction of the dipoles (chordwise place), this could produce small
errors due to the different wave fronts of the true sources and of the
assumed monopoles.
Figure 9 compares the obtained SPL spectra for each source, the

total recombined spectrum (black line), and the spectrum measured

Fig. 8 Picture of swept airfoil and localizationmap.Zones for extraction
of SPL. Nozzle exit is on right. Airfoil at α � 9 deg and 90 m/s. Residual
turbulence intensity is 0.5%.

Fig. 9 SPL spectra for eight zones on a,b) suction side and on c,d) pressure side produced by CIRAmethod. Airfoil at α � 9 deg and 90 m∕s. Residual
turbulence intensity is 0.5% (exp. = experimental).
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by the single far-fieldmicrophone spectrum (red line) after extraction of
the background noise. The spectral levels are corrected to a common
distance. On the suction side, zone LE1 corresponds to the junction
source; zonesLE2, LE3, andLE4 include the leading-edgevortex; zone
TE4 fits the trailing-edge tip source; and TE1, TE2, and TE3 cover the
trailing-edge source. On the pressure side, the leading-edge tip noise is
separatedby zoneLE4 so that zonesLE2andLE3correspond to thepart
of the airfoil without significant noise generation. Other noise sources
are similar to the ones on the suction side. The recombined spectrum of
all zones produced by the CIRA method overestimates the measured
far-field spectrum by a couple of decibels. The differences at higher
frequencies around 10 kHz are more than 5 dB.
At frequencies beyond 2 kHz, the source at the junction (zone

LE1) dominates for both sides of the array. For the pressure side,
the trailing-edge tip contributes at frequencies from 2.5 to 6 kHz.
Trailing-edge noise as viewed from this side is more significant than
leading-edge noise.
An interesting feature is the imbalance between sounds radiated at

high frequencies (typically in the range of 10–13 kHz) from the

leading-edge area on the suction side and on the pressure side. This
suggests that the source is not exactly at the edge, as what would be
the case for turbulence interaction. In fact, this behavior is attributed
to the formation of a leading-edge vortex that separates from the
leading edge and reattaches slightly farther downstream on the
suction side [3,4]. This leading-edge vortex noise is shielded by the
blade, and consequently lower levels are observed on the pressure
side.
Figure 10 presents localization maps from the array facing the

suction side of the airfoil at α � 4 deg and 90 m∕s. A source at the
trailing-edge tip corner is clearly found in this case at frequencies from
13 to 20 kHz, caused by a probable interaction of the unsteady tip
vortex with this part of the surface. The unsteady Reynolds-averaged
Navier–Stokes (uRANS) simulations provided by Quaglia [47] also
show that the leading-edgevortex and the tip vortexmerge in this place.
Figure 11 shows SPL spectra for the same case. The far-field

spectrum is again overestimated by the reconstruction, as in the
previous case (about 5 dB differences). It is worth noting that both
measured and reconstructed far-field spectra exhibit a high hump at

Fig. 10 Source-localization maps at α � 4 deg and 90 m∕s. Residual turbulence intensity is 0.5%, with CIRA, and suction-side view.

Fig. 11 SPL spectra for eight zones on suction side produced by CIRA method. Airfoil at α � 4 deg and 90 m∕s. Turbulence intensity is 0.5%.
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frequencies from 10 to 16 kHz. The hump of the directly measured
spectrum is, however, more clearly divided into two peaks. The zones
TE4 and TE3 contribute to the first peak, whereas the second one
fully corresponds to the TE4 zone (trailing-edge tip source).
Figure 12presents the source-localizationmap for the airfoil at 9 deg

and 90 m∕s with a turbulence intensity of 8%. The clear turbulence-
interaction noise is seen along the full leading edge. At high frequen-
cies, aweak source along the trailing edge is also observed. Since there
are only two sources, zones LE1, LE2, LE3, and LE4 are combined as
well as zonesTE1,TE2, TE3, andTE4. It isworth noting that the large-
scale turbulence at the exit of the nozzle has a lower noise level than the
turbulence-interaction noise. As was presented by Bampanis and
Roger [48], if only turbulence-interaction noise is investigated, the
unnecessary additional sources (at the trailing edge for instance) could
be removed to highlight the investigated phenomenon.
Figure 13 presents SPL spectra for arrays facing the suction

(Fig. 13a) and pressure (Fig. 13b) sides of the airfoil in the configu-
ration at 9 deg and 90 m∕s with the high turbulence intensity of 8%.
At frequencies below 3 kHz, the differences are quite important; but
now, the SPL calculated from theCIRA technique underestimates the
measured far-field spectrum. At higher frequencies, a very good
agreement is found, especially on the pressure-side position. In this
case, the physics of the leading-edgevortex is probably overwhelmed
by the incoming turbulence; and turbulence-interaction noise, which
is known to be symmetrically radiated, clearly dominates.
The discrepancies at frequencies below 3 kHz can be associated

with the assumption of the perfectly decorrelated sources made for
the CIRA model. The correlation length of the pressure fluctuations

at frequencies below 3 kHz reaches 0.02 m, whereas as was men-
tioned before, the cell size of the discretization mesh is 0.01 m. If a
correction is applied in the range of positive values of the quantity in
Fig. 6, a very good agreement is found over the entire frequency
range. To avoid corrections associatedwith the correlation length, the
iterative Bayesian focusing method [18] for which the sources are
assumed to be partially correlated was used to improve the results.
For the IBF algorithm, the following formula is used to compute the
sound power level ~spp at the far-field microphone position from the
estimated source covariance matrix ~Sqq:

~spp � hFF
~Sqqh

�
FF (19)

where hFF is the [1 × Ns] propagation vector from the source point
set to the far-field microphone using Eq. (5). This formulation
includes source interference effects. The obtained spectrum (Fig. 14
blue line) is in a good agreement with the measured one (red line)
starting from 1500 Hz. At high frequencies (from 8 kHz), the spec-
trum reconstructed with the IBF starts to increase. Overall, the
Bayesian algorithm reduces the discrepancies from 10 to 5 dB
compared with the CIRA method. The better agreement with the

Fig. 13 SPL spectra for eight zones on a) suction side and on b) pressure side produced by CIRA method. Airfoil at α � 9 deg and 90 m∕s. Residual
turbulence intensity is 8%.

Fig. 14 Comparison of SPL spectra for airfoil at α � 9 deg and
90 m∕s. Residual turbulence intensity is 8%. Pressure side is shown.

Fig. 12 Source-localization map at α � 9 deg and 90 m∕s calculated
with CIRA method. Residual turbulence intensity is 8%. Frequency
range from 10 to 13 kHz.
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measured spectrum may be linked to the ability of IBF to deal with
source correlation, as presented in Sec. III.C. The low-frequency
range of Fig. 12 is better predicted with this algorithm because
turbulence-interaction noise is the main contributor and the discreti-
zation mesh spacing is lower than the associated coherence length
[Δx < ly�f�]. However, the low-frequency oscillations (below
1.5 kHz) of the IBF spectrum around the far-fieldmeasured spectrum
indicate that source interferences are not perfectly accounted for.
Some efforts are still needed for a better reproduction of these effects
in the far field. A possible development is the introduction of prior
information in the source correlation matrix.

VI. Conclusions

The present work is a detailed analysis of microphone-array
measurements performed in a previously reported experimental
investigation [3,4] initially dedicated to the turbulence-interaction
noise of a cambered swept airfoil with a free tip in realistic loading
conditions (freestream velocity of 90 m∕s) typical of contrarotating
open rotors. By placing the array on both sides of the airfoil outside of
the deflected jet flow and by dividing the airfoil into eight localization
zones, three main noise sources have been identified and quantified
for the first time at a high angle of attack (9 deg): the diffraction at the
trailing edge, the leading-edge vortex caused by sweep, and the tip
vortex. Additionally, a noise source caused by a horseshoe vortex is
evidenced at the junction between the holding plate and the airfoil.
Furthermore, because of the presence of several combined noise

sources, the classical beamforming gives only qualitative results.
Therefore, the cross-spectral matrix fitting method CIRA has been
applied to produce more quantitative information. For each of the
aforementioned zones, the contribution to the sound pressure level
has been calculated as well as spectra for all zones. The total recon-
structed spectra have been compared with the measured far-field
spectra. A good overall shape agreement has been obtained, but either
underestimates or overestimates of the far-field sound (differences
around10dB)areobservedwith the reconstructionprocedure.Without
significant incoming turbulence, all the aforementioned sources con-
tribute to the far-field noise at high frequencies (greater than 4 kHz). At
midfrequencies, the trailing edge dominates. With 8% incoming tur-
bulence, the leading-edge noise becomes dominant at all frequencies.
Some discrepancies are assumed to be caused by the uncorrelated

source model used in the CIRA. To check this idea, the iterative
Bayesian focusing algorithm has been used in which the correlation
length is included. The obtained reconstructed spectrumhas provided
a better agreement with the measured one at midfrequencies (dis-
crepancies around 5 dB). An analytical turbulence-interaction noise
model confirmed that the discrepancies are related to correlation-
length issues. This suggests that the array postprocessing still needs
to be improved to provide accurate spectral information about
extracted sources. Improvements to the basic sourcemodels and their
correlation properties will be investigated during future work.
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